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Figure 1: PoLicYPAD is an interactive system that facilitates collaborative prototyping of LLM policies. Policy designers work
together in real time (left) to draft policy statements in PoLicYPAD’s collaborative editor (middle), while experimenting with
the model’s policy-informed behavior in a private sidebar (right). Content from the private sidebar can be fluidly brought into
the collaborative editor for viewing, editing, and discussion. To facilitate LLM policy prototyping, PoLicYPAD borrows concepts
and practices from UX prototyping, including heuristic evaluation, storyboarding, and rapid iteration.

ABSTRACT

As LLMs gain adoption in high-stakes domains like mental health,
domain experts are increasingly consulted to provide input into
policies governing their behavior. From an observation of 19 policy-
making workshops with 9 experts over 15 weeks, we identified op-
portunities to better support rapid experimentation, feedback, and
iteration for collaborative policy design processes. We present Por-
1cYPAD, an interactive system that facilitates the emerging practice
of LLM policy prototyping by drawing from established UX proto-
typing practices, including heuristic evaluation and storyboarding.
Using PoLicYPAD, policy designers can collaborate on drafting a pol-
icy in real time while independently testing policy-informed model
behavior with usage scenarios. We evaluate PoLicYPap through
workshops with 8 groups of 22 domain experts in mental health
and law, finding that PoricYPAD enhanced collaborative dynamics
during policy design, enabled tight feedback loops, and led to novel
policy contributions. Overall, our work paves participatory paths
for advancing Al alignment and safety.

CCS CONCEPTS

« Human-centered computing — Interactive systems and
tools; Synchronous editors.
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1 INTRODUCTION

For decades, researchers and science fiction writers have imagined
a world in which AI systems can be governed by natural language
rules [14, 142]. Today, governing large language models (LLMs)
with LLM policies—sets of rules, guidelines, and desiderata that
shape model behavior—is a key component in the broader toolkit
of approaches to improve model alignment and safety [7, 60, 63, 84,
106, 107]. For example, OpenAI’s Model Spec contains a series of
general objectives and principles (e.g., “Seek the truth together”) for
researchers and red-teamers to use as a guide when working on
reinforcement learning from human feedback (RLHF) [107], as well



as for the model to learn from directly [50]. Similarly, Anthropic
uses Constitutional AI—in which reinforcement learning receives
reward signals from Al-generated feedback that adheres to a set
of principles (a “constitution”)—to align its Claude models [7, 15].
If effective, LLM policies promise a transparent, familiar, and legi-
ble means by which developers and policymakers can govern Al
systems.

As LLMs are deployed to millions of users globally, LLM policies
become increasingly consequential and scrutinized. This is espe-
cially true in high-stakes, tightly regulated domains that are seeing
rapid increases in LLM use by everyday users, such as mental health
and law [29, 55-57, 93, 117, 127]. LLM policies are primarily writ-
ten by model developers, but the lack of external input often leads
to insular policies that poorly reflect the attitudes and values of
everyday users, while ignoring key safety concerns [60, 63]. While
frontier Al labs regularly partner with external domain experts to
conduct pre-release safety testing of their models [10, 48, 65], there
has been little documentation of similar efforts for LLM policies.
Yet, there is mounting recognition that expert input is essential for
LLM policy design, especially in safety-critical, domain-specific use
cases [108, 146].

In this work, we first conduct a 15-week observational study
in partnership with a U.S.-based frontier Al lab to better under-
stand how domain experts can contribute to LLM policy design.
Through 19 interactive workshops in which mental health experts
discussed, annotated, taxonomized, and drafted user queries and
LLM responses, we observed experts collaboratively ideating and
discussing policy ideas while seeking ways to rapidly test and it-
erate on them through experimentation with model behavior on
realistic scenarios. Much like prototyping in user experience (UX)
practice, there is a strong emphasis on collaborative and rapid ex-
ploration, feedback collection, and iteration. We thus conceptualize
this emerging practice as LLM policy prototyping, borrowing from
established UX practices like heuristic evaluation and low-fidelity
prototyping.

However, few tools exist for policy design [84], let alone tools
that support collaborative LLM policy prototyping. We observe no-
table opportunities for experts to tighten the feedback loop during
policy design while leveraging collaborative affordances to build
off each other’s expertise. We design and develop PoricyPap,! an
interactive system that facilitates LLM policy prototyping. PoLi-
cYPAD draws upon established methods and concepts within UX
prototyping to enable small groups to collaboratively draft policies,
test policy-informed model behavior against usage scenarios, evalu-
ate the quality of the policy, and iterate on its contents in real time
through tight feedback loops.

We evaluate PoLicYPap through policy prototyping sessions
with 22 domain experts spanning two domains—mental health and
law—organized into 8 groups. We found that design decisions in
PoricyPap fostered collaborative dynamics between experts via
its interactive in-editor widgets and yielded more novel policies
compared to a baseline, relative to existing policies? including Ope-
nAI's Model Spec [107] and Claude’s Constitution [7]. Key areas
of novelty include offering more specific guidelines on when the

'We plan to open-source PoricYPAD at https://github.com/kjfeng/policypad.
2As of September 1, 2025.
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model should defer to a human expert, and eliciting key information
required for responsible assistance early in the conversation. We
end by discussing the practical implications of our work, including
where LLM policy prototyping can be situated in AI alignment
pipelines, and approaches for scaling up policy prototyping efforts.
Concretely, this work makes the following contributions:

e An 15-week observational study with 9 mental health ex-
perts that surfaced opportunities for tight, collaborative
feedback loops in LLM policy design.

e LLM policy prototyping, a conceptualization of an emerging
practice for collaboratively prototyping LLM policies in
small groups.

e PoLIcYPAD, a system that facilitates LLM policy prototyping
through interactive and collaborative affordances for policy
design, drawing from established UX practices.

e An evaluation of PoricYPAD with 22 domain experts in 2
domains, where we found that the system enriched collabo-
ration during policy prototyping and resulted in more novel
policies compared to a baseline.

2 RELATED WORK

2.1 Participatory and Collaborative Policy
Design

Policies are instruments of governance to guide decisions and es-
tablish desirable goals and outcomes [109]. Research has shown
that a lack of input from broader constituents has led to governance
policies that are poorly informed, fail to address concerns of those
affected, and lack legitimacy and trust in the public eye [22, 88, 102].
Thus, expanding the policy-making processes to a wider range of
stakeholders through the participatory design of policy can con-
fer many benefits, such as achieving more democratic legitimacy
[111], providing better outputs through the integration of localized
or specialized knowledge [86], and building social cohesion [100].
Participatory policy design can be especially crucial for public-
facing Al and LLM systems [31, 137], as these systems impact large
portions of the population [30, 70, 97], while also having many
domain-specific risks due to their broad utility [19, 54, 55].

Participatory policy design has been practiced in offline gover-
nance, with structured processes deployed to create public policies
around transportation, environment, technology, and public health
around the world [32, 115]. Expert workshops have been one com-
mon way to achieve participatory inputs in offline settings, with
prominent applications in business [58], public health [130], and
politics [4]. Deliberative democracy takes this a step further, where
representative groups of community members not only contribute
knowledge but also deliberate over policy issues [37, 51, 131]. In
particular, citizens” assemblies—where small samples of the popula-
tion participate in workshops where they receive briefings about
an issue before deliberating on policy options—have proven to be
effective in producing agreeable and actionable policy reports on
complex topics while still engaging with largely laypeople con-
stituents [45, 86, 89, 122, 133].

There have been many digital tools developed to augment, scale
up, or improve on certain aspects of participatory policy design [47].
Some efforts address scaling by aggregating and distilling opinions
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Figure 2: Research Process Overview. Our work proceeded in 4 phases: (1) a 15-week observational study with 9 mental health
experts (19 workshops) led to (2) conceptualization of LLM policy prototyping. We then (3) designed and built PoLicyPaDp and
(4) evaluated it through 8 policy prototyping sessions with 22 experts (10 mental health, 12 legal).

from lower-level preference inputs [8, 15, 105]. Moving beyond
simple opinion aggregation, tools like Pol.is [132], Talk to the City
[2], Remesh [78, 124], and Considerlt [80] also include mechanisms
for consensus-finding and balancing of trade-offs. Various tools
have also been developed to assist and engage online communi-
ties in authoring policies in text or code [83, 96, 150] with others
supporting decision-making processes with policies or policy-like
guidance [28, 38, 79].

Participatory processes with stakeholder inputs have more re-
cently also been applied to the governance of technology and online
platforms. For example, platforms like Facebook have delegated
some aspects of content moderation policy to panels with external
stakeholders such as the Oversight Board [76, 119]. Other online
platforms take a decentralized approach, enabling communities to
create and enforce their own policies [67]. Government adoption
of Al systems has also faced considerable public deliberation and
debate in the US [13, 147] and EU [143]. Increasingly, such policy
processes are adopting tools and approaches from participatory
policy design, including public surveys and participatory expert
workshops in the UK [98] and a citizens’ assembly on Al in the
EU [49].

Current practical efforts around designing policies for governing
LLM behavior have largely been directed by actors within the Al
industry. In an effort to ensure the robustness of LLM policies, Al
developers and operators often employ in-house teams to surface
policy weaknesses through “red-teaming” efforts [1, 39], though
many external users and testers may also voluntarily contribute to
identifying and reporting such issues as well [149]. More recently,
there have also been pushes to formalize safety policies around Al
systems via compliance testing organizations [139] and from the
academic community [3, 112]. Organizations have also involved the
general public through programs aimed at collecting public input on
specific topics of policy concern [8, 105, 106]. However, compared to
offline participatory efforts, a notably missing component is better
integration of domain experts—practitioners who have specialized
expertise and field experience, but not technical expertise on Al
Compared to laypeople, these domain experts can often give more
nuanced input for safety-critical use cases such as mental health,
and are thus promising collaborators for designing LLM policies
[29]. We thus contribute tooling to support this collaboration in
our work.

2.2 Theory and Practice of Prototyping

Prototypes are fundamental artifacts in the design of physical and
digital products. At their core, prototypes are representations of an
interactive system that simulates one or more aspects of its design
and functionality [16, 44, 62, 66, 87, 92]. Depending on what a de-
signer hopes to learn at a particular point in the design process, the
prototypes they employ may vary in fidelity, interactivity, duration
of use, or representation [16, 62, 129]. For example, prototypes may
represent the look and feel of a product, the product’s role in users’
lives, implementation approaches, or some combination thereof
[62]. Lim et al.posit that the most effective prototype is econom-
ical, one that “makes the possibilities and limitations of a design
idea visible and measurable [...] in the simplest and most efficient
way” [92].

Successful prototypes not only help individual designers explore,
conceptualize, and validate design ideas, but also act as boundary ob-
jects [134] that facilitate dialogue and collaboration among groups
of stakeholders involved in the design process [23, 31, 40, 41, 91,
113, 136]. Specifically, the production of tentative designs that can
be quickly iterated upon is an essential component in aligning ideas
and expectations in participatory processes [31, 95]. The fidelity
of prototypes also significantly impacts their communicative role.
Low-fidelity prototypes, such as paper sketches and wireframes,
support rapid and parallel ideation by teams early in the design pro-
cess, while the interactivity and details in high-fidelity prototypes
yield more granular feedback to help teams make their ideas more
concrete [35, 129]. However, researchers and practitioners have also
argued against strict adherence to a low-to-high fidelity prototyp-
ing workflow. For example, Virzi et al. [144] found that low-fidelity
prototypes can provide effective feedback to designers throughout
the product design lifecycle, not just in the early stages. The fidelity
level at which prototyping happens should thus be calibrated based
on the designers’ goals and problems faced [16, 62, 92].

In recent years, researchers and practitioners have started to
draw from prototyping practices to improve policymaking pro-
cesses [52, 74]. Policy prototyping has been proposed to enable poli-
cymakers to iteratively collect and incorporate feedback on early
policy drafts [77, 120, 123]. However, testing and evaluating proto-
types of traditional policies often remain intractable in practice due
to the need for deployment on real populations and long evaluation
timelines. Given that LLM behaviors can be quickly adapted and



tested within tight feedback loops for proof-of-concept experimen-
tation and evaluation [9, 40], we observe that LLM policies are an
especially promising candidate for policy prototyping.

2.3 Methods for Prompt Engineering and Red
Teaming

At first glance, LLM policy design shares a key goal with the popu-
lar practice of prompt engineering: to produce a natural language
artifact that shapes model behavior [107, 148]. However, the two
have fundamentally different epistemic goals.

In prompt engineering, the goal is output-driven—to create a
prompt that elicits outputs from a model that satisfy certain criteria
[12, 68, 101, 135]. The design of interactive tools for prompt engi-
neering reflects this goal. Tools like Chainforge [12], EvalLM [73],
and CoPrompter [69] all allow users to set customized evaluation
criteria to compare and evaluate different prompt versions. Because
the consumer of the final artifact is the model, factors like legibility
and clarity to humans are secondary [11]; the best prompt is one
that produces model outputs that best satisfy evaluation criteria
[12, 69, 73, 101].

On the other hand, the goal of LLM policy design in our work
is input-driven—to elicit and encode perspectives on responsible
model behavior into a concrete artifact that informs a set of prac-
tices for model alignment. The primary consumers of the policy are
humans, although the policy may sometimes be used to instruct
models too [50]. As a result, factors like legibility and clarity are
crucial. LLM policy design may benefit from some prompt engi-
neering practices, such as immediately updating model behavior
for quick testing and iteration, applying updates across a range of
test cases for evaluation, and version tracking [12, 69, 73]. We thus
draw design inspiration from some prompt engineering tools in our
work. However, we also design for noteworthy differences, such as
scaffolding evaluation of the policy rather than model outputs.

Related to prompt engineering is the practice of red teaming
LLMs, where prompts—often adversarial—are perturbed and sent to
the model at scale to evaluate the robustness of model safeguards
[26, 34, 46, 116]. Like human-centered design, red teaming often
benefits from exploring diverse user scenarios to envision edge
cases in model use to surface undesirable behaviors [33, 46]. How-
ever, the nature of these scenarios varies significantly across the two
practices. Red teaming prioritizes scenario quantity—even minor
perturbations may be useful in surfacing jailbreak vulnerabilities
in models [116]. On the other hand, scenarios in human-centered
design serve as provocations for designers and thus prioritize qual-
ity and depth [18, 25, 43, 59]. In our work, while some LLM policy
design goals are similar to those of red teaming, we focus on sup-
porting in-depth, small-group collaboration, with an aim to surface
both undesirable and desirable model behaviors, rather than large-
scale efforts specifically targeting undesirable behaviors.

2.4 Tools for LLM Policy Design

Due to the nascency of LLM policy design, there are currently few
tools to support policy designers, despite the rising importance of
LLM policies [63, 84]. Policy Projector by Lam et. al [84] supports
Al safety practitioners in authoring if-then rules for LLM content
moderation by identifying gaps in existing policies through a visual

Feng, et al.

interface. Our work differs in two important ways. First, rather than
patching gaps in existing policies, we support the creation of novel
policies that can extend beyond what existing policies cover. Sec-
ond, we specifically support collaborative policy design, which Lam
et al. identified as a fruitful area of future work. ConstitutionMaker
[118] allows users to turn written critiques of model responses into
principles that guide future behavior, but is a tool for LLM per-
sonalization rather than policy design. Roleplay-doh [94] similarly
converts written feedback on LLM behavior into principles, but
specifically for domain experts to govern LLM-prompted roleplay.
We see this feedback-to-principle interaction as valuable to policy
designers as well, and integrate a variant of it into our system.

3 OBSERVATIONAL STUDY

3.1 Study Motivation and Procedure

To develop an understanding of real-world LLM policy design prac-
tices, we conducted a 15-week-long observational study via contex-
tual inquiry [17] in partnership with a frontier AI lab based in the
United States. We wanted to observe how domain experts collabo-
rated to draft domain-specific LLM policies, and any opportunities
for improving processes and/or tooling. The lab was convening
weekly/twice-a-week virtual workshops (19 workshops total) with
9 experts in clinical mental health (denoted E1-E9) to design new
Al policies for model behavior when responding to users’ mental
health queries. While all 9 experts were invited to every workshop,
there were not 9 attendees every week due to scheduling conflicts.
Out of the experts, 6 identified as female and 3 as male. For their
highest degrees, 4 held a Ph.D. in clinical psychology, 4 held a Doc-
tor of Clinical Psychology (Psy.D.), and 1 held a Master’s in Clinical
Psychology. Experts were all based in the United States. This study
was classified as exempt by our institution’s IRB.

At least one member of the research team attended these work-
shops from January to April 2024. Each workshop was 60-90 min-
utes in length. One facilitator from either the Al lab or our research
team led the workshop with a collaborative policy design activ-
ity for the group of experts. These activities revolved around two
goals. First, experts developed taxonomies for collections of ex-
ample mental health-related user queries to an LLM (“scenarios”).
Some specific tasks for this goal included deliberating with other
experts on taxonomy labels, when to combine and separate labels,
and assigning labels to scenarios. Second, experts drafted and voted
on desirable rules the model should follow. This included tasks such
as reviewing proposed rules in a shared spreadsheet, suggesting
modifications, and merging similar rules.

All workshops were recorded and transcribed. As is common
in contextual inquiry, team members took notes on observations
and asked questions as needed [17]. The first author then deduc-
tively coded workshop transcripts based on themes identified in
our team’s notes, clarifying and iterating on the themes while do-
ing so. We concluded our observational study with a 30-minute
semi-structured interview with all the experts in the last workshop.
We asked experts to reflect on the workshops and their overall
contributions to the policy. The first author used a hybrid inductive-
deductive coding process [42] to code the interview transcript. This
hybrid process allowed us to connect to themes from our workshop
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data while embracing new themes emerging from the interview.
Our final set of themes can be found in Table 2 in Appendix C.

3.2 Observational Study Results

We used our notes and themes to synthesize four main observations,
which we describe in detail below.

3.2.1 Incomplete feedback loops without model experimentation.
Throughout the workshops, experts had visions for how their contri-
butions to the policy—through drafting taxonomies and principles—
can impact model behavior. For example, E3 shared that “a clinical
minimization [of the user’s feelings] can be helpful, but for the model,
that would be hard to decipher” so the group wrote a policy bar-
ring the model from engaging in this behavior. However, experts
failed to verify whether and how those visions actually came into
fruition because they did not have a “policy-informed” model—a
model that acts in accordance with the policy—to interact with.
This resulted in an incomplete feedback loop. Experts were unable
to obtain signals about the effectiveness of their policy contribu-
tions and any unintended side effects that may arise, as E9 explains:
“Just because you think that might be a good rule, it may have an
unanticipated consequence you don’t realize. I think that it would be
really helpful to know how these [rules] we’re coming up with actually
play out.” E7 agreed and added that direct experimentation with a
policy-informed model would allow them to better “see how [a con-
versational interaction] would play out from the perspective of a user.”
Experts had unrestricted internet access throughout the workshops
and could test behaviors out on popular chatbots. However, we
did not observe instances of this, possibly due to preoccupation
with workshop activities, or lack of knowledge about (or in some
systems, inability to set) custom system prompts.

3.2.2  Experts tackled both high-level strategy and low-level seman-
tics. We noticed that experts could easily derail from workflows
that would enable them to best contribute their expertise when de-
signing policies. For example, when creating taxonomies for mental
health-related user queries, experts spent substantial time wrestling
with wording and semantics. Similarly, E9 reflected that much of
their time was spent on finding the right wording for taxonomy
labels: “we thought needed to not spend forever trying to wordsmith
exactly how that needed to appear.” In a separate activity where
experts wrote out ideal model responses, E5 agreed that experts
should avoid getting stuck in the weeds of low-level wording edits:
“Tt would be more effective at this stage for us to just put our thoughts
in about what’s right or wrong, because the time it takes to craft the
perfect response is out of scope for this task.” Study facilitators agreed
that much of the low-level semantics can be refined post-hoc via
LLMs, as long as there are sufficient amounts of expert insight to
guide that refinement.

3.2.3  Scenarios grounded discussions and spurred policy genera-
tion. We found that experts engaged in richer discussions that led
to insightful policy suggestions after they were given scenarios—
examples of user-Al conversations that may arise in real-world
use—for reference. For E1, looking at scenarios helped them iden-
tify two pieces of information the model should consider in its
response: “We need to ask clarifying questions, in particular to clarify
the severity and the nature of the dark thoughts this person suggested.

Another dimension is to identify how long they’ve been feeling this
way and what sources of support they have.” E2 agreed with the need
for a severity assessment, suggesting a safety rating scale for the
user in case they cannot quickly reach a professional and need an
immediate response: “The Al needs to respond, providing resources
quickly. Maybe having a rating scale on the scale of zero to 10, how
safe are you feeling right now?” Adding on, E3 suggested eliciting
the user’s financial ability to pay for therapy and making referrals
accordingly: “There might be questions instead like, what is your fi-
nancial ability to pay for therapy right now? And if it’s within certain
ranges, then you might make a community mental health referral,
like here’s some Medicare people in your area.” Exploring scenarios
helped experts spot recurring problems in model responses and
turn them into clear policies. While rules should stay broad enough
to be useful, it is unclear how specific they should be. When scenar-
ios show patterns that keep causing issues, they become obvious
candidates for new rules. as E7 describes: ‘T keep seeing this thing
over and over and it’s incorrect, so that needs to be a rule.”

3.2.4  Experts valued synchronous collaboration. In contrast with
prior work that collected human feedback via asynchronous an-
notation (e.g., [15, 110]) and/or focused on asynchronous policy
design [83, 84], our workshops engaged experts in synchronous
collaboration—drafting, discussing, and iterating on policy in real
time. Experts unanimously agreed that synchronous collaboration
was enjoyable and productive. In E1’s words, ‘T found it hugely
rewarding and beneficial personally and professionally [...] I think
we can get stuck in our heads because we’re working on our own
with our clients so much. It was really nice to hear other people’s
perspectives and thoughts.” E6 emphasized the support and learning
opportunities afforded by collaboration: “[it was] very supportive
having other voices in the back of your head [...] it’s been incredible
learning with everyone.” E9 found synchronous collaboration im-
portant for surfacing new perspectives and broadening coverage of
the policy: “...] there were times where someone else said something
that just never occurred to me. We all know one person’s opinion is
never sufficient, especially in an area as diverse as mental health.”
Broadly, we observed that experts were able to quickly resolve dis-
agreements and draft policy statements that had broad consensus
in a synchronous setting.

4 LLM POLICY PROTOTYPING

Our observations in Section 3 posed challenges that are not for-
eign to HCT; well-established concepts and methods in UX design
and prototyping can offer help in mitigating these challenges. We
now use this insight to conceptualize LLM policy prototyping
(henceforth “policy prototyping” for brevity), an emerging prac-
tice by which groups of individuals can synchronously collaborate
on designing an LLM behavioral policy. Specifically, we map ob-
servations we identified in Section 3.2 to relevant UX methods,
which are then mapped to their usage in policy prototyping. This
is depicted in Table 1. We focus our work on low-fidelity policy
prototypes (row 2 in Table 1)—artifacts with the primary goal of
eliciting and integrating group perspectives on responsible model
behavior, rather than a high-fidelity, “production-ready” policy. We
leave the translation of low- to high-fidelity policies to future work.
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Figure 3: Illustration of our envisioned LLM policy prototyping process. Scenarios inform desiderata for the policy via heuristics,
which in turn guide the design of the policy. The policy shapes the behavior of a policy-informed LLM, which designers can
then test against the scenarios to observe changes in behavior. The process is iterative: feedback from testing may lead to the

creation of new scenarios, heuristics, and policy statements.

Concretely, we propose policy prototyping for a policy P in do-
main D to involve the following activities, as illustrated in Figure 3.

(1) Policy designers review a small set of scenarios that accu-
rately depict real-world use of Al in a specific domain. This
allows designers to better understand current Al behavior
and contexts of use.

(2) Informed by the scenarios, designers finalize a set of heuris-
tics they will use to ensure P preserves its quality and focus
across many iterations.

(3) Guided by the heuristics, designers collaboratively draft
policy statements that they believe will lead to more re-
sponsible model behavior in D.

(4) Designers test a policy-informed model that acts in accor-
dance with P with existing scenarios. New scenarios, heuris-
tics, and policy statements may be created based on insights
from testing and discussions with other designers. The pro-
cess then repeats until the prototyping session concludes.

5 POLICYPAD

We introduce PoLicyPAD, an interactive and collaborative system
for synchronous LLM policy prototyping. We first describe how we
arrived at our final design through three co-design sessions. Then,
we walk through the system and its features.

5.1 Iterative Co-Design Sessions with Experts

We designed PoLicYPAD iteratively through co-design sessions with
the same participants in our observational study. These sessions
were conducted towards the end of our observational study period.
In each session, we presented an interactive prototype of the sys-
tem.> We then collected semi-structured feedback from participants
and iterated on the prototype based on feedback for the next ses-
sion. We repeated this until data saturation—participants were no
longer able to provide substantial feedback until we implemented
the system, for a total of three sessions (c.f. [82]).

We provide detailed documentation of how we integrated par-
ticipants’ feedback to iterate from a basic first version to our final

3Two prototypes were in Figma. One was implemented in TypeScript and React.

design in Appendix D. In the following section, we illustrate PoL1-
cYPAD’s capabilities using a system walkthrough.

5.2 System Walkthrough

PoLicYPAD can be used by any individual or group who wishes
to facilitate a policy prototyping session—whether it be an Al lab,
academic group, non-profit, or another organization. As a note on
this section’s terminology, we distinguish “facilitators” (those run-
ning the policy prototyping session) from “users” (policy designers
participating in the session).

5.2.1 Preliminaries. When users log into PoLIcYPAD, they see a
collaborative document editor (Fig 4 B), similar to Google Docs. The
facilitator may provide light starting materials for the policy, such
as high-level objectives, an initial set of policy heuristics (perhaps
drawn from trust & safety literature), and a few scenarios for the
group to work with. Ideally, scenarios are representative of real-
world model use in a domain. For example, facilitators who have
access to chatbot logs may use privacy-preserving conversations
from their logs.

Users can access these scenarios via the scenario gallery in
the right sidebar (Fig. 4 C). While the document is a collabora-
tive workspace, the sidebar is private to each user, allowing for
independent experimentation with the policy-informed model.

5.2.2  Scenario sidebar. A user can browse the scenarios in the
gallery and open a scenario in a detailed view (Fig. 4 D). The sce-
nario expands to fill the sidebar with the full user-AI conversation,
as well as a brief, Al-generated summary of the conversation’s
contents thus far. As the group reads the scenarios, they start to
develop ideas for what to include in the policy.

Formally, a scenario in PoricyPAD comprises of three parts: the
background (all messages in the conversation up until the most
recent turn), the newest user message, and the newest Al message.
Given the background and the newest user message, the policy-
informed model generates the newest Al message.

5.2.3 Interactive in-editor scenario widgets. Users can bring a sce-
nario from their own scenario sidebar into the collaborative editor
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Observation Relevant UX Method UX Definition & Usage Usage in LLM Policy Prototyping Core Lit-
erature
Incomplete feedback Rapid Prototyping Tight feedback loops of ideating, Tight feedback loops of ideating, draft- [23, 24,
loops (Section 3.2.1) implementing, and evaluating ing, and testing policy statements for 35, 62, 92]
design ideas. Allows designers to  quick identification of policy “usability”
identify usability issues early, ex- issues (e.g., unclear statements), charac-
plore alternatives, and align teams  teristics of responsible model behavior,
to shared visions and translations of that behavior into
policy.
Operating at both high Low-fidelity prototyping Artifact loosely resembling the fi- Artifact providing high-level docu- [129, 144,
and low levels (Section nal product in terms of look & feel ~mentation of responsible model behav-  145]
3.2.2) and/or implementation. Cheap to ior to quickly gather and integrate per-
create and iterate upon, ideal for spectives/feedback. Requires focus on
collecting early requirements and  high-level details. We focus on this
feedback. type of policy prototype in our work.
Operating at both high High-fidelity prototyping Artifact closely resembling the fi- Artifact providing detailed documen- [129, 144,
and low levels (Section nal product in terms of look & feel tation of responsible model behavior  145]
3.2.2) and/or implementation. They are to guide alignment efforts, often with
useful for collecting detailed feed- polished wording, illustrative examples,
back but may be expensive to create.  legal sign-off, and more. Requires fo-
cus on high- and low-level details.
Example: OpenAl Model Spec [107].
Scenarios grounded dis- Storyboarding Concrete representations of users, Sample user-Al conversations to [4, 18, 43,
cussions (Section 3.2.3) contexts, and tasks to ground ab- ground policy discussions and creation. 59, 141]
stract design ideas. Panels add con- Conversational turns add context and
text and illustrate user stories. Pro- illustrate sample user & model behav-
motes reflection and communica- iors. Promotes reflection and communi-
tion among stakeholders. cation among stakeholders.
Experts valued synchro- Design workshops Common collaborative method for ~ Small-group sessions that serve as a [36, 126,
nous collaboration (Sec- gathering user requirements, study- field site for collective ideation and re-  128]

tion 3.2.4)

ing empirical phenomena, and eval-
uating interactive systems. Can
serve as a field site, research instru-
ment, or a research account.

flection of responsible model behavior
in domain-specific use cases.

Table 1: Mapping of UX methods relevant to insights from our observational study (Section 3) to their usage in LLM policy

prototyping.

by referencing its title with the '@’ symbol. Once referenced, the
scenario appears inline in the editor as an interactive, pill-shaped
widget (Fig. 5). When a user clicks the widget, the full scenario will
be shown in their scenario sidebar. These widgets can be used as
illustrative examples of model behavior and build shared context
when designing the policy. For example, a user may observe that
the model does not provide disclosures of capability limits, or in-
correctly assumes a detail not explicit in the conversational context.
They can flag a model response in their scenario sidebar, which will
make the scenario widget glow orange in the editor, encouraging
others to take a look.

5.2.4 Drafting policy statements. Once a group reviews the heuris-
tics at the top of the editor to ensure they have a common under-
standing of policy desiderata, they are ready to start drafting policy
statements. These policies address oddities, concerns, and other
noteworthy aspects of model behavior they observed and flagged
in the scenarios.

As an example, for a policy on providing responsible financial
advice, a user may add a policy statement instructing the model to
use cautious, neutral, and non-prescriptive language while always
surfacing a brief disclosure of limitations early in the conversation. A
couple users may collaboratively draft a policy statement for the
model to defer the user to a licensed adviser or a compliant robo-advice
product that meets regulatory obligations. The group can review the
policy together and take advantage of the real-time collaborative
editing features to further refine each other’s statements.

5.2.5 Testing the policy with scenarios. Users can independently
experiment with the behavior of the policy-informed model by
regenerating responses in the scenario sidebar (Fig. 7 1). Independent
testing allows each user to focus on the specific concerns that drive
their policy contributions, explore challenging boundary cases, and
conduct stress-testing without group dynamics influencing their
approach. Once they save the policy, they can also browse and
compare responses generated by past policy versions.
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Figure 4: Main components of the PoLicYPAD system. Users can keep track of their policy version in the left sidebar (A) as they
collaborative edit the policy in the editor (B). Users can access scenarios via the scenario gallery (C). When they click into a
scenario, they can view its full details and explore how the policy-informed model will behave on it via the scenario sidebar (D).
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Figure 5: Scenarios can be brought into the editor inline with the policy as interactive widgets via referencing the scenario’s
title with the ’@’ symbol. Once in the editor, all users can click on it, view it in their scenario sidebar, and flag responses for

group discussion.

To propose edits in a non-disruptive way, users can add a draft-
ing block (Fig. 6) in the editor. Just like how a comment in a code
editor is visible to a programmer but does not affect program be-
havior, content in the drafting block is visible to the group but is
ignored by the model. After users review and reach consensus on
changes, content in the drafting block can be integrated into the
actual policy

To stress-test a policy, a user can extend a scenario in the sidebar
by continuing the existing conversation (Fig. 7 2). This offers an
alternative way to experiment with policy-informed model behavior
beyond regenerating a single message in a scenario.

Group members are not limited to only the scenarios initially
provided to them. They may extend an existing scenario and add
the extended version to the scenario gallery for others to view and
extend further. They may also create a new scenario from scratch
if none of the existing scenarios explore a particular behavior they
want to test.

Guardrails:
« Defer the user to g,r5°nsed adviser or a compliant robo-advice product that
meets regulatory obligations

Defer the user to a licensed adviser or a compliant robo-advice product thgggpeets
regulatory obligations, but do not recommend specific names or products

Conversational tone:

« Use cautious, neutral, and non-prescriptive language v/jizsalways surfacing a
brief disclosure of limitations early in the conversation.

Figure 6: A drafting block (directly above “Conversational
tone”) can be added into the editor to draft experimental
policies without affecting model behavior.

After a group has made meaningful edits to the policy, they can
save a new version. After a user clicks the [Snapshot policy]
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é' The stock market can be volatile, and it's

natural to have concerns. A more
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1. Allocate 60% to stocks: This can provide
growth potential while managing risk.

2. Allocate 40% to bonds: This can add
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)
%% Regenerate, P Flag
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service | can use?

Discard added conversation

% Regenerate P Flag

Policy v.2

Figure 7: PoLicYPAD offers two ways to test the behavior of
the policy-informed model against a scenario: (1) regenerat-
ing the latest Al message, or (2) continuing the conversation.

button, PoricYPaD will add the current policy to the version history
and regenerate the newest Al message for all scenarios using the
policy-informed model (Fig. 8 1&3).

5.2.6  Scenario spotlights. Once a user has referenced a scenario in
the editor, they can spotlight it to expand the interactive widget
into a card UI that makes the full scenario visible to everyone
(Fig. 9). Once spotlighted, the group can view, discuss, and even
collaboratively edit the policy-informed model’s response. Just like
other text in the document, the scenario spotlight supports real-
time collaboration for editing. After users are satisfied with their
edits, any user can save the response. The old response remains
easily accessible through a simple toggle.

PoLicYPAD then automatically analyzes the group’s edits in the
context of the current policy and heuristics. It uses a reasoning
LLM to suggest a policy statement designed to steer the model
towards producing a response more similar to the edited version
(Fig. 9 4). If the user accepts the suggestion, it will be integrated
into the policy. This alternative way of indirectly editing a policy
through editing the model response is inspired by prior work on
synthesizing principles from edits [94, 118].

Once a group is finished with a scenario spotlight, a user can
un-spotlight the scenario for everyone, shrinking the card back into
a small, pill-shaped widget.

5.2.7 Heuristics editor and evaluator. As a group expands and re-
fines their policy, they may encounter additional considerations
they would like to add as policy heuristics. For example, a policy
may become increasingly riddled with domain-specific terms and
acronyms unfamiliar to a layperson reading the policy, so the group
may add a heuristic for clearly defining or explaining these terms.
Since the likely audience of this policy is other people, factors like
clarity and legibility are important to preserve.

Every time the policy is saved, PoLICYPAD runs an automated
heuristic evaluation to highlight any unsatisfied heuristics (Fig. 8 2).
This automated evaluation is meant to draw attention to the heuris-
tics and encourage discussion around them, rather than conclusively

determining their fulfillment. Group members can easily override
the automated decision if they agree on a different assessment.

Users continue to engage in this iterative process of policy draft-
ing and experimentation until the session concludes.

5.3 Technical Details

PoL1cYPAD is implemented as a web application built with React,
TypeScript, and TipTap?. The real-time collaboration engine is sup-
ported via TipTap Cloud. PoLicYPAD uses serverless functions to
call the OpenAI and Together.ai APIs. The policy-informed model is
an instance of Llama 3.3 70B Instruct Turbo® hosted on Together.ai.
The policy was fed into the model as a system prompt with some
additional scaffolding to ensure the model followed it. We called
GPT-40 for miscellaneous features that required light LLM pro-
cessing (e.g., generating titles of new policy versions that capture
key changes), and o4-mini for features that benefited from deeper
reasoning (i.e. suggesting policy statements after response edits
and automated heuristic evaluation).

6 EVALUATION STUDY

To evaluate PoLicYPAD, we ran a series of group-based, within-
subjects studies with 22 domain experts from two domains (10 from
mental health, 12 from law). Our goal was to determine how the
design decisions made for PoricYPAD enhanced the policy proto-
typing experience. We also evaluate the outputs of PoLicYPAD by
analyzing the policies created by experts to determine their novelty
with respect to established LLM policies like Claude’s Constitution
[7] and OpenATI’s Model Spec [107] (as of September 1, 2025). Thus,
we asked the following research questions:

RQ1: How did the individual components of policy prototyping
supported by PorLicYPAD (rapid policy iteration, heuristic
evaluation, interaction with scenarios, real-time collabora-
tion) aid expert-driven policy design in practice?

RQ2: To what extent are the insights in experts’ policies created
through PoricYPAD novel compared to existing, publicly
available LLM policies?

We selected mental health and law as our domains because they
are regulated, high-stakes domains for which AI use has been in-
creasing but contested® [29, 85, 93, 103]. Crafting responsible LLM
policies is therefore critical for ensuring users’ safety and well-
being. The two domains are also distinct enough for us to observe
how approaches to policy prototyping and the resulting policies
can differ across domains.

6.1 Participants and Setup

We recruited 22 domain experts (Table 3) through our personal
connections, university mailing lists, professional Slack channels,
and snowball sampling. Among mental health experts (n = 10, 7

“https://tiptap.dev/.

5The ideal model for policy prototyping generates comparable responses to popular
chatbot products (e.g., ChatGPT, Claude) but does not have an existing policy trained
into it outside of basic guardrails. Llama 3.3 is an apt fit given its capable performance
and bring-your-own safeguards setup (which we did not use). We also used Llama 3.3
instead of Llama 4 due to reports of the latter being narrowly optimized for specific
benchmarks [125].

®OpenAI CEO Sam Altman observed that the younger generation uses it as a “therapist,
a life coach [...] asking, ‘What should I do?”” despite the absence of confidentiality
protections that govern human attorneys and therapists [117].
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Figure 8: Upon saving the policy via the Snapshot policy button, PoLicYPap (1) adds the policy to the version history and
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Figure 9: Workflow for spotlight scenarios. (1) A user can spotlight an interactive scenario widget to expand it into a card that
everyone in the editor can view. 2) The model’s response can be edited collaboratively. After saving the edited response (3) and
shrinking the spotlight scenario back into an interactive widget (4), PoLicYPAD automatically analyzes the edits in the context
of the existing policy and heuristics to suggest a new policy statement.

female, 3 male), the average years of practical experience’ held by each expert was 10.5 (min 3, max 25). Among legal experts

"We define “practical experience” as conducting client-facing work at a clinical or legal
organization.



PoLicyPAD for LLM Policy Prototyping

(n =12, 5 female, 7 male), the same figure was 5.6 (min 2, max 13).
Five of the mental health experts also participated in our earlier
observational study.

We organized experts into small groups of 2-4 (median = 3). We
observed during our formative study that groups of around three
experts struck an ideal balance between creating a collaborative
atmosphere and allowing room for meaningful individual contribu-
tions. Full participant and group details are available in Appendix
G. Half the groups (4 of 8) contained participants who already knew
each other from professional contexts. We did not observe this to
impact the quality of discussions nor policies prototyped.

We facilitated policy prototyping sessions by providing (with
order counterbalanced) PoricYPAD and a baseline system to each
group, followed by a brief exit interview. The total length of the
study was 90 minutes. Participants were compensated $150 USD in
their choice of cash or a gift card upon completing the study. All
studies were recorded and transcribed. This study was classified as
exempt by our institution’s IRB.

6.1.1 Tasks. We assigned each group two policy prototyping tasks,
corresponding to distinct sections of a policy. One addressed the
conversational tone—guidelines for how the model communicates
with users. The other addressed guardrails—hard-and-fast rules
that constrain model behavior for safety and legal compliance. Tasks
were counterbalanced by system condition and task order in a 2x2
factorial design.

6.1.2  Baseline system. Our baseline system implemented a simpli-
fied policy prototyping workflow that consisted only of iterative
policy drafting and experimentation with a policy-informed model.
It used the same collaborative policy editor as PoricyPAp, but did
not include built-in support for interactive scenarios (i.e, the sce-
nario sidebar, scenario widgets, spotlight scenarios) nor heuristic
evaluation. It resembled a more polished version of the first proto-
type used in Section 5.1: an editor with a policy-informed model in

the sidebar (Fig. 11).

6.1.3  Starting materials. We prepared scenarios, heuristics, and a
small amount of starter text for the policy. For each domain, the first
author crafted 10 scenarios that represent a realistic conversation
between a human user and an Al chatbot, using the same Llama
3.3 instance as POLICYPAD to generate the responses. To maximize
realism without access to product interaction logs, we sourced
topics and language from datasets containing realistic questions
in our domains of interest: MENTAT from Lamparth et al. [85]
for mental health, and r/legaladvice-style cases from Cheong
et al. [29] for law. We varied the length of scenarios to be 1-5
conversational turns. For each group, we randomly sampled half the
scenarios (5) to assign to the first task, and the rest were assigned to
the second. In the system condition, scenarios were loaded directly
into the system. In the baseline condition, the first user messages
across the 5 scenarios were copied into a Google Doc and shared
with participants upon request®.

Besides scenarios, we provided three basic heuristics to encour-
age clear and precise policy writing that draws from real-world
professional practices. We also provided an Objectives section in

81n the baseline condition, we gave participants the option of starting with or without
first browsing these user messages.

the policy as examples of policy statements, drawn from objectives
in OpenATI’s Model Spec [107]. The full starter heuristics and policy
are available in Appendix E.

6.2 Procedure
The studies proceeded as follows:

o Introduction [5 mins]: The facilitator introduced the study
and agenda, and participants each introduced themselves
to each other.

o Task 1 [30 mins if baseline, 40 mins if system]: The facili-
tator oversaw a minimally structured policy prototyping
session for either the conversational tone or guardrails. In
the baseline condition, 5 minutes were used for a brief demo.
This included some time for participants to try out features
for themselves. In the system condition, this demo period
lasted 15 minutes due to the additional features. The time
dedicated to policy prototyping was 25 minutes in both
conditions.

o Task 2 [30 mins if baseline, 40 mins if system]: The procedure
for Task 1 was repeated for a different task in a different
system condition.

o Exit interview [15 mins]: The facilitator asked each partici-
pant to reflect on their experiences across the system and
baseline systems. Participants were also asked to share what
they were most excited and concerned about regarding Al
use in their domains.

o Post-study survey: Group members swapped policies with
another group in their domain and rated the policies on
5-point Likert scale questions (see Appendix F).

Throughout the study, the facilitator (first author) ensured dis-
cussions between participants went smoothly and followed up on
specific points when the conversation died down, but otherwise
tried to let participants drive the session.

6.3 Data Analysis

6.3.1 Thematic analysis (RQ1). The first author qualitatively coded
the study transcripts using reflexive thematic analysis [20, 21].
An initial deductive pass isolated specific parts of the transcript
that were highly relevant to each research question, followed by
one or more inductive passes to surface themes organically. This
analysis was augmented by short memos the facilitator wrote upon
concluding each study, summarizing key events and noteworthy
insights from each session.

6.3.2  Policy novelty analysis (RQ2). To analyze the novelty of
policies—whether they contribute new perspectives, ideas, con-
siderations, dependencies, or approaches to existing policies—we
gathered experts’ policy statements from all sessions and evalu-
ated each against publicly available policies for guiding responsible
model behavior (the “existing set”). We combined all policies from
OpenATI’s Model Spec [107], Claude’s Constitution [7], and princi-
ples derived from workshops with legal experts in prior work [29],
to represent the set of existing policies.”

“Excluding policies specifically targeted at moderating hate speech and disturbing
content (e.g., [84]), as they are orthogonal to the policies we focus on in our sessions.



Rather than rely on direct human coding of novelty between
policies, we opted for a joint human-AI approach where we made
use of LLMs to first identify portions that were likely to be novel
before having human annotators review and make the final novelty
determinations. Specifically, we followed this procedure:

(1) For each expert-written policy statement, we used GPT-4.1
with 3 prompts with varying definitions of novelty to make
binary novelty decisions against the existing policies. Our
prompts also required the LLM to generate a justification
for its decision.

(2) Any policies that were not unanimously determined to be
novel in all 3 prompt evaluations were considered not novel.
For the remaining policies, we further prompted GPT-4.1
to retrieve relevant quotes from the existing policies to be
used as context for human evaluation.

(3) Finally, two human annotators (members of our research
team) reviewed the list of policies and quotes to make a
final novelty determination. Annotations were first done
independently, with any disagreements then resolved via
a round of discussion. If annotators failed to reach a con-
sensus, the policy statement was considered not novel by
default.

While the reliability of LLMs for making content judgments has
been called into question by recent work [27, 27, 72, 81, 138, 140],
we structured our evaluation process to minimize the potential
impacts of these factors. Specifically, we attempt to control for
sensitivity to prompts by using multiple variations of prompts for
initial evaluation, we request justifications and quote extraction to
allow identification of possible model hallucinations, and we en-
sured the final novelty determination is done by human annotators.
Overall, we believe that this process should yield a conservative de-
termination of novelty, while also ameliorating challenges around
human attention during review and comparison of exceptionally
long texts.

7 FINDINGS

7.1 Design Decisions in PoLicYPap Fostered

Collaboration During Policy Prototyping

(RQ1)
7.1.1  Heuristics built common ground and inspired richer policies
(system only). Participants generally agreed that having heuristics
as part of the policy prototyping process helped develop com-
mon ground for the group. P3 found that heuristics helped the
group align on “the spirit of what we were doing” and ensure “we’re
on the same page about the purpose of the policy.” P19 had a similar
experience: “[the heuristics] set the underlying tone for how the policy
is supposed to function.” P5 thought the heuristics gave “an idea of
what sorts of [policy statements] would work best,” while P4 agreed,
finding that heuristics offered “more specific guidance” for draft-
ing policies around edge-cases in model behavior. P7 appreciated
heuristics as “a constant reminder of the guidelines,” but recognized
that because domain experts are already well-acquainted with many
of these guidelines, heuristics might be even more useful for de-
velopers who are refining the policy and integrating them into
models.

Feng, et al.

Besides serving as guidelines, heuristics also served as entry
points for deeper discussion on key policy topics. The starter
heuristic on incorporating real-world professional practices into
the policy initiated discussions in MH01, MH02, and MH04 about
motivational interviewing (MI), a foundational technique for ther-
apists. Experts then incorporated various aspects of MI into the
policy, such as encouraging “summaries of conversation when appro-
priate” (MHO1), and “Repeating or paraphrasing what [the user] is
saying” (MHO02). MHO02 and MHO03 brought up limits of confidential-
ity—when a mental health expert is legally or ethically required to
break confidentiality share client information, even though expert-
client conversations are otherwise private. MH02 brainstormed
situations in which experts needed to break confidentiality (e.g.,
“immediate risk of harm to oneself or others; suicidal thoughts, urges,
or behaviors; presence or risk of non-suicidal self injury”) and added
a policy to “avoid using MI” in those situations. MH03 agreed that
models, just like when experts work with clients, should provide a
disclaimer early on in the conversation of conditions under which
confidentiality will be broken and remind the user that “[the con-
versation] is not a confidential setting” when those conditions are
triggered.

Interestingly, a couple groups of legal experts used the heuristic
to debate whether real-world practices for lawyers and other legal
professionals should even apply to Al since they clearly established
that AI does not have the same legal status as human lawyers. P17
in L02 shared that while “we lawyers do have rules of professional
responsibility that we need to adhere to, they don’t apply to non-
lawyers” and suggested removing that heuristic. P20 in L03 echoed
that sentiment: “Those ethical rules of lawyers do not apply to AI
systems.” Their group member, P19, agreed, and noted that “if ethical
rules of lawyers did apply, then the AI model cannot even begin
to suggest answers.” In general, this was an important point of
distinction between the mental health and legal policies.

We observed that groups did not initially modify the starter
heuristics provided to them, but some added more heuristics as
they worked on their policy. For example, group MH02 realized
their policy contained some mental health-specific concepts that
needed to be explained to the facilitator, and added a couple heuris-
tics to “Give illustrative examples for concepts and terms” and “Give
definitions for jargon and technical terms.” Similarly, L03 added a
heuristic to “Clearly explain or define legal terminology.” As their pol-
icy got longer, L02 added a heuristic to ensure “No policy statements
should conflict with each other”

7.1.2  Spotlight scenarios improved collaborative dynamics and pro-
vided valuable writing support (system only). Participants found
the ability to bring scenarios into the editor, spotlight it, and
collaboratively edit its response to be valuable features in
PovricYPAD. In general, we observed a general pattern where par-
ticipants referencing scenarios in their discussions and then refer-
enced them in the editor for others to view. P22 said the ability to
“input the scenarios into the editor helped with brainstorming and be-
ing able to point to specific parts of a response we either found helpful
or that we thought needed to be changed.” P5 agreed and thought
that the utility of spotlight scenarios could scale with the number of
collaborators: “[the spotlight] would be really nice for larger groups
of people contributing, being able to look at [the scenario] together.”
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P1 thought spotlight scenarios can be useful for facilitating asyn-
chronous collaboration as well: ‘T see [P3] has already edited this
side of things. I can hop right back in and draft out a version of the
[policy] and stress test it.” After using the interactive scenarios, P11
thought that “for a collaborative effort, [PoLICYPAD ]’s really nice.
[The baseline] felt more like a personal tool.”

Indeed, in the baseline condition, whether it came before or after
the system condition, experts were finding makeshift ways to
accomplish what scenario spotlighting are designed for. For
instance, P4 asked to share their screen so everyone could view the
policy-informed model response they generated. Similarly, when
P8 was pointing to a specific aspect of a generated response, their
groupmate P7 asked: “Ts that something you can share so we can
all see it, so we just work off of that one?” In both cases, experts
improvised a solution by using a drafting block to share content
from scenarios in the editor without impacting the policy.

Participants also expressed appreciation of the ability to edit
the response and receive a system-generated policy sugges-
tion. 100% of the policy suggestions were accepted during our
studies. P17 shared that the suggestions were helpful in articulating
their thoughts: “sometimes it’s difficult to put your thoughts into
words, and the [suggestions] are helping you with that.” P10 agreed,
saying that “the ability to pull that response in, edit it, and have a
generated guardrail could be a huge time saver.” They saw as a way
of removing the need for low-level wordsmithing: “We don’t
need to edit that response perfectly, but if we can make it clear what
our priorities are, and then see if the Al gets our nuance, that’s pretty
incredible.” We also observed that in MH04, P9 and P10’s policy
drafting began slowly, but accelerated considerably when they re-
ceived policy suggestions that inspired more ideas. P7 shared why
they accepted policy suggestions even when they seemed imperfect:
‘T liked the policy [suggestions], even if they weren’t necessarily dead
on. It gave us ideas for other [policy statements].”

7.1.3  Experimentation with a policy-informed model directly in-
formed policy edits (system & baseline). In both the system and
baseline conditions, we observed how quick and iterative exper-
imentation with the policy-informed model benefited the policy
prototyping process. Experts easily surfaced specific model be-
havior that could be addressed with the policy, such as when the
model was overstepping its role, such as making a judgment about
“whether a risk is worth or not worth taking” (P13). Experts could
then draft the policies and immediately observe the impact their
edits had on the response, either by clicking the [Regenerate] for
quick testing or taking a snapshot of the policy and updating all
responses to all scenarios at once. As experts critically evaluated
the responses for common behavior they targeted in the policy—
such as judgmental language (L01, L02, L04, MH01, MH02, MHO03),
eliciting necessary information from users in order to provide a
responsible answer (L01, L02, L03, MHO01, MH02, MH04), and the in-
clusion of disclaimers (all groups)—they could qualitatively observe
clear improvements. For example, at the end of their session, P19
confirmed that ‘T see everything we’ve discussed being implemented,
and [the model] still manages to give a fair amount of information,
so that’s good.”

7.1.4  Real-time collaboration amplified other benefits (system &
baseline). Participants actively engaged with each other during the

sessions—seeking and providing peer feedback, discussing nuances
and complexities of model behavior, sharing insights from their own
professional experiences, and more. This engagement benefited all
components of the policy prototyping workflow. They provided
input for and helped edit responses when a group member put a
scenario on spotlight. They shared explorations of edge cases in
model behavior with the group to patch gaps in the policy and
identified high-risk scenarios to focus their discussions. Overall,
real-time collaboration amplified participants’ abilities to draw
upon their expertise, challenge assumptions, and iteratively refine
policies.

We observe that participants tended to agree with others in their
group and rarely challenged or pushed back directly on others’
input. This may be due to a desire to appear diplomatic and accom-
modating, especially when working with new collaborators.

7.2 Experts Prototyped More Novel Policies in
PoLicYPap Than the Baseline (RQ2)

7.2.1 Quantitative results. Our novelty analysis (Section 6.3.2) re-
vealed that experts prototyped more novel polices using PoLicy-
Pap compared to the baseline (Fig. 10 right). 51.9% of the policy
statements drafted in PoLicYPAD were considered novel, compared
to 18.2% from our baseline. Looking at raw numbers, the number
of novel policy statements from PoricyPAD was 4 times that of the
baseline (40 vs. 10).

Outside of novelty, we found the policies from the two systems
to be comparable. After the study, experts rated policies from an-
other group within their domain along two dimensions: the extent
to which 1) the policy contained important considerations of Al
behavior within their domain, and 2) they agree with the policy.
Wilcoxon signed-rank tests on Likert data showed no significant
difference (W = 6.0;p = 0.65; Mystem = Mpaseline = 4 for impor-
tant considerations, W = 20.0; p = 0.74; Msystem = Mpaseline = 4 for
agreement). This suggests that experts generally viewed policies
from other groups favorably, and that novelty was the main
differentiator between policies across the two systems.

7.2.2  Qualitative results. We conducted a qualitative analysis of
the novel policies to understand what exactly was novel about them.
We identified three main sources of novelty.

First, experts’ policies offered more insight into specific cir-
cumstances under which the model should defer the user to
a human expert. MHO1 noted that while the model can provide
empathy and reassurance, as soon as indications of “behavioral
interventions (such as behavioral activation [for depression], exposure
and response prevention [for OCD], or prolonged exposure [for PTSD])”
arise, the model should defer to a human therapist. L03 shared that
the users’ desires to share confidential information with the model
is a good indicator of whether the model should defer to a legal
expert: “If the user indicates that they want or need to provide confi-
dential information, there may be privileged information involved.
If the conversation contains privileged information, always defer the
conversation to a legal expert.” L04 summarized their perspectives
on this issue as: “‘[The model should] answer "what can I do’ questions
and defer "what should I do’ questions to a lawyer.” Generally, current
models’ lack of awareness of when to defer to human experts is a
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Figure 10: Comparison of Likert scale responses to policies prototyped in the system vs. baseline (left) and the novelty of policy

statements prototyped in the system vs. baseline (right).

significant safety concern [55], and experts’ policies have potential
to improve this awareness.

Second, experts’ policies provided specific procedural guide-
lines that existing policies lack or do not specify in much detail.
MHO01 and MHO02 both provided guidelines for motivational inter-
viewing in their policies, but noted that the technique should not be
used in high-risk situations. In such situations, MH04 emphasized
the model should be much more succinct and direct when supply-
ing crisis response information: “When a user indicates a high level
of distress, or [when] crisis services or hotlines are required, provide
them succinctly and without much additional text.” MHO03, L02, and
L03 all instructed the model to disclose limits to or the lack of con-
fidentiality early in the conversation. MHO3 specifically stated that
after this disclosure, the model should then “Ask users if they have
questions about confidentiality limits,” reflecting a procedure in their
own mental health practice.

Finally, experts’ policies recommended the model to be more
proactive about seeking key information at the start of the
conversation. Experts also considered it irresponsible for the
model to assist users when lacking key information, such as le-
gal jurisdictions. L03 wrote that the model should “require the user
to indicate their jurisdiction before providing full responses.” Simi-
larly, L02 recommended the model to avoid providing assistance if
it cannot elicit “essential case details (such as date of offense, location,
and current legal status) necessary to tailor legal guidance.” MHO01
and MHO04 both wanted the model to conduct a more thorough risk
assessment prior to engaging deeply with the user. MHO1 recom-
mended that the risk assessment include “asking how problems or
challenges have been addressed (or not addressed) before, how long
the problem has persisted, and how distressing/problematic the user
finds the current situation.” These policies can help augment ex-
isting technical efforts in improving LLMs’ abilities to elicit user
information to improve their quality of assistance [5, 90].

8 DISCUSSION

8.1 Situating Policy Prototyping Within Al
Alignment

We proposed policy prototyping as a practice through which small
groups of policy designers can collaboratively design LLM poli-
cies. Where can this practice fit within the broader AI alignment
pipeline?

A prerequisite for policy prototyping is an instruction-tuned
model with behaviors representative of what users will experience
in the wild. This is most commonly a frontier model—a model with
frontier performance on popular benchmarks—as they are com-
monly integrated into user-facing applications. Thus, we envision
policy prototyping taking place after fundamental alignment and
safety efforts (e.g., instruction tuning, RLHF, implementing basic
guardrails, red-teaming guardrails to ensure robustness). However,
policy prototyping should come before more sophisticated align-
ment efforts that rely on a policy (e.g., deliberative alignment [50]).
If a developer has an existing policy, policy prototyping can reveal
nuances, inconsistencies, and areas needing refinement before the
developer commits significant resources to align the model with it.
If the developer does not yet have a policy, policy prototyping can
help start one.

We also note that LLM policies are continuously evolving ar-
tifacts, rather than static ones [107]. Developers may thus find it
helpful to hold policy prototyping sessions with experts on a regular
basis to seek input on top-of-mind concerns based on insights from
usage telemetry.

8.2 Intra- and Inter-Domain Disagreements

When seeking input from a group of people, disagreements in-
evitably arise. Experts in our sessions were rather agreeable and
professional with each other, but we observed some instances of
disagreement in the policies created by groups within the same do-
main (intra-domain disagreements) as well as disagreements across
domains (inter-domain disagreements).

Within mental health groups, there was some disagreement
over 1) whether the model should act like a therapist, and 2) the
appropriate conversational tone before a proper assessment of the
user is made. Experts in some groups debated over the question
from 1) and concluded that a model acting like a therapist may be
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a temporary solution until they can access professional support,
which they recognized can come with long waits. For 2), some
suggested that the model should keep responses generic until a
proper assessment of the user could be made, while others believed
that the model’s level of empathy should depend on the user’s level
of expressed distress.

Within legal groups, experts disagreed over whether the model
should suggest action items for the user. Some considered it irre-
sponsible for the model to make any conclusions about potential
legal actions to pursue, while others acknowledged that AI systems
legally bound in the same way lawyers are and therefore did not
take issue with Al-recommended actions. The latter contrasts with
findings from Cheong et al. [29], where legal experts unanimously
agreed that Al should not recommend actions.

Across the domains, disagreements arose over whether the
model should, under any circumstances, attempt to mimic a human
professional. While cases for and against were made among mental
health experts, there was broad consensus across legal experts that
the model should not act like a lawyer. Further, the level of empa-
thy expressed by the model was another point of disagreement—
empathetic responses were seen as essential in mental health and
undesirable in legal settings.

Overall, we expect that some of these disagreements may be
resolved with further iterative prototyping of policies. Once some
areas of disagreement have been isolated, further rounds of policy
prototyping can be conducted using scenarios specifically crafted
to target these disagreements. For example, while mental health
experts did not initially agree on whether the model should act
like a therapist, policy prototyping with more scenarios featuring
a therapist-like model may actually reveal significant agreement
about specific circumstances under which the model should exhibit
that behavior. While we did not have time for more sessions with
our groups, we see promise in using multiple rounds of policy
prototyping with carefully chosen scenarios to shed more light on
strategies for resolving these disagreements.

8.3 Scaling Up Policy Prototyping

There has been increasing interest from model developers to inte-
grate public opinion into their LLM policies at scale. Anthropic’s
Collective Constitutional Al collected input from a representative
sample of 1000 Americans to vote on and rewrite Claude’s Constitu-
tion [63]. OpenAl surveyed 1000 people globally to elicit feedback
on model responses, before translating the feedback into policies
and proposing updates to the Model Spec [106].

In our work, we held small-group (2-4 people) policy prototyp-
ing sessions with domain experts. We kept groups small because we
wanted to ensure each participant’s depth of expertise and nuanced
perspectives on domain-specific Al behavior could be easily sur-
faced. However, in their current form, our groups do not easily scale.
While we did not encounter collaborative or logistical challenges in
our largest groups, increasing group size to beyond 4 may sacrifice
the depth of individual expertise and the quality of discussions. To
scale up policy prototyping to elicit diverse inputs from beyond
our pool of 10-12 experts, we may consider a hybrid, synchronous-
then-asynchronous approach where we keep group sizes small in
our synchronous sessions and leverage asynchronous collaboration

methods (e.g., voting, commenting) to aggregate opinions post-hoc.
Furthermore, we can draw inspiration from multi-stage or tiered
citizens’ assemblies [99, 114] that aggregate deliberations from par-
allel, local assemblies (domain experts in one group) into regional
or (inter)national assemblies (professional organizations such as
the American Psychological Association) for producing recommen-
dations. Nonetheless, even without scaling, we anticipate policy
prototyping to yield complementary insights to existing large-scale
LLM policy feedback elicitation techniques.

8.4 Policy Prototyping for Non-Al Policies

We only applied policy prototyping to LLM policies, but the practice
may be valuable for non-Al policies as well. Policy design and eval-
uation are traditionally processes guided by trial-and-error, partly
due to long feedback loops when deploying to real human popu-
lations [53, 64, 71, 75]. Recent work has highlighted the promises
and pitfalls of using LLM-based simulations of human behavior
to enable policymakers to more quickly iterate upon and antici-
pate consequences of their policies without real-world deployment
[6, 61]. While there has yet to be empirical evidence demonstrating
the effectiveness of this approach for real-world policymaking, in
the event that it is, systems like PoLicYPAD can facilitate the col-
laborative drafting, testing, and deliberation of a wide variety of
policies. Rather than having a policy-informed LLM, the system can
integrate a policy-informed simulated population for policy design-
ers to interact with to elicit policy feedback, and iterate accordingly.
Latency will likely lengthen the feedback loop compared to our
current system, as simulations require more LLM calls and compute
than a single scenario. However, obtaining feedback within hours
or even days is still quick compared to the conventional timeline of
months or years.

9 LIMITATIONS AND FUTURE WORK

All our participants except for two legal experts were based in the
U.S.. The perspectives integrated into our policies are thus heavily
influenced by the American mental health and legal systems, and
may not generalize to other countries. Before integrating these
policies into Al systems that serve a global userbase, future work
should augment and contrast our policies with perspectives of non-
US and non-Western experts.

We only focused on policy prototyping with experts in this work,
but the practice itself is by no means limited to only experts—any
small group can prototype policies using PoLicYPAD. Future work
can run policy prototyping sessions with the members of the general
public to pinpoint key similarities and differences between LLM
policies desired by laypeople versus experts. These differences will
be increasingly important for Al governance as developers compete
for users—if the public desires a behavior that experts consider to
be irresponsible, should that behavior be a target for regulatory
action?

Researchers running future policy prototyping sessions may be
interested in potential modifications of our setup. We recommend
exploring three modifications. First, the facilitator for a workshop
holds a major role and can influence the results with their facilita-
tion style. The first author facilitated all sessions in our study for



consistency, but future work can experiment with different facil-
itation styles to determine which are more effective. Second, the
starting scenarios can focus on a particular themes or issue within
a domain for more targeted policy design. For example, due to re-
cent high-profile cases of Al-driven psychosis [54, 56, 57], scenarios
can draw from real transcripts of psychosis-inducing conversations
[56] rather than our random sampling approach. Third, the sessions
can be scaffolded with taxonomies of concepts within a specific
domain. Prior work relied on concepts as a central ingredient in
policy design [84]. While concepts were not fundamental to our
work, including them may benefit future sessions.

Finally, experts agreed the model should elicit key information
from users before providing assistance (Section ??). Effective elicita-
tion requires the model to reason about missing information. While
it is promising that LLMs’ reasoning capabilities have improved
significantly in recent months, improvements have primarily fo-
cused on verifiable domains like math and coding [104], and it is
unclear whether these improvements translate to more effective
information elicitation. Future work can empirically investigate
this and develop techniques for models to reason about missing
information in contextual, human-centered ways.

10 CONCLUSION

In this work, we asked: How can domain experts be meaningfully
involved in designing LLM policies as a means of actively shaping
responsible model behavior? In response, we introduced PoLicYPAD,
an interactive system for small groups to engage in LLM policy
prototyping—a practice that draws upon UX prototyping methods
to enable collaborative drafting, testing, and rapid iteration of LLM
policies in real time. We conceptualized LLM policy prototyping
and motivated the design of PoricyPap through a 15-week obser-
vational study with 9 mental health experts. We then evaluated
PoricYPAD through 8 policy prototyping sessions with 22 experts
in mental health and law. We found that PoricYPAD fostered a col-
laborative and productive dynamic for policy prototyping and led
to the creation of more novel policies compared to a baseline. Areas
of novelty covered important considerations for model behavior,
such as when to defer to human experts, specific procedures for
emergency situations, and eliciting missing information needed
to responsibly provide assistance. We hope future work will ex-
tend our contributions to improve the safety and responsibility of
advanced AL
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NOVEL POLICY STATEMENTS (MENTAL
HEALTH)

(1) Start answers with warmth and empathy, with the level
of empathy attuned to the level of distress (eg somebody
in high distress will receive more empathic response than
somebody demonstrating low level of distress)

(2) Utilize motivational interviewing techniques: Open-ended
questions, reflections to user responses, Summaries of con-
versation when appropriate, Affirmations of user when
appropriate

(3) Only use humor where appropriate (e.g., patient demon-
strates humor first)

(4) When users express concern about the effectiveness of ther-
apy, respond with empathy, and ask an open-ended ques-
tion.

(5) Prioritize the user’s best interest and wellbeing over their
engagement with the model

(6) Underscore the importance of talking to another human be-
ing when appropriate (i.e., when behavioral interventions
are indicated and therapist guidance would be beneficial)
(e.g., behavioral activation, exposure and response preven-
tion, prolonged exposure)

(7) When the user’s safety is in jeopardy, or when they are in a
very high level of distress, always recommend talking with
a human

(8) Distinguish between medical scope of practice questions
and mental health scope of practice

(9) Do not talk about research studies.

If changes are medication are discussed, always tell user to

talk to their doctor

Don’t advise heavy drinkers to stop drinking without assis-

tance from a medical professional

(12) When a user first asks for support around mental health,

briefly share an empathetic statement and follow that by
asking them how they best like to be supported, such as
primarily focusing on validation, problem solving, or a
mix that is flexible depending on the situation. Use this
information to shape how you respond to them in mental
health discussions moving forward.



(13)

(14)

(15)

(16)

17)

(18)

(19)
(20)

(21)
(22)

(23)

(24)

(25)

If they say validation, add empathetic statements that ex-
press how understandable it is that they feel that way. If
they say problem solving, keep a more objective tone with-
out adding statements including emotions from the Al itself
(e.g., “I understand your concern” rather than “I am con-
cerned).

When asking the user questions, ask questions that are on
the same topic rather than multiple at the same time

Use motivational interviewing (open-ended questions, affir-
mations/validations, reflections-repeating or paraphrasing
what they are saying, summaries—a statement that sums up
what the question is and end with a question asking if it’s
accurate) when the ask is more ambiguous (e.g., their state-
ment does not have a direct, simple response, they seem
unsure of what they want to know) to get more information
Don’t use motivational interviewing in high risk situations
(e.g., immediate risk of harm to oneself or others; suici-
dal thoughts, urges, or behaviors; presence or risk of non-
suicidal self injury; report of potential or actual harm to
children, elders, or other vulnerable populations either from
themselves or others)

Use open-ended reflective questions—questions that invite
elaboration rather than yes/no answers—to explore how
avoidance behaviors relate to the user’s personal values and
goals (e.g., “How does driving everywhere help or hinder
the life you want to live?”).

State confidentiality limits at the beginning of the conver-
sation, such how, when, and where user information and
data from the chat will be stored, including whether the
data can be deleted by the user or will be used to train
future Al models, or will be shared in search engines if the
conversation is shared with others

Ask users if they have questions about confidentiality limits
State knowledge cut-off date in the initial response and as
a reminder throughout the conversation, as needed

Be supportive but do not encourage reliance or dependence
High risk scenarios such as any potential harm to self or
others, eating disorders, etc. should immediately receive
validated contact information for crisis hotlines, emergency
services, and the recommendation to seek help from a qual-
ified professional.

Risk assessment includes asking how problems or chal-
lenges have been addressed (or not addressed) before, how

long the problem has persisted, and how distressing/problematic

the user finds the current situation.

Always prioritize users’ personal safety and seek profes-
sional or neutral support—such as couples therapy, media-
tion, or a trusted third party—when approaching a partner
who reacts with anger or defensiveness.

When a user indicates a high level of distress or crisis ser-
vices or hotlines are required provide them succinctly and
without much additional text

B NOVEL POLICY STATEMENTS (LAW)

(1)

Be aware of missing information. See what’s missing, and
how the missing information can influence the outcome

@

3

~

4)

®)
(©)

™

®)
©

(10)

(11)

(12)

(13)
(14)
(15)

(16)

17)
(18)
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of a scenario. Do this by referring to existing statues, com-
paring information needed to make an informed decision
and what’s already in the conversation, and elicit missing
information from the user

At the start of the conversation, elicit background informa-
tion about the user in order to determine their jurisdiction
and which laws and statutes to cite

Always support statements with statues and specific articles
of the laws. Check citations, make sure the citations and
quotes are real.

If there are questions that the model wants to refuse to
answer, it should continue to ask the interlocutor about the
specific details of the case instead of directly ending the
conversation.

Provide relevant cases and ensure that the cases given are
true, reliable and have specific sources.

If a user asks for risks, provide the risks without commen-
tary advising what they should or should not do. Lay out
the risks for separate options and let the user make the
decision

Make sure to cite the most up to date law. If unsure whether
the law is up to date, it’s better to refuse and state this reason
than give a response.

Disclose current understanding of the law to the user, al-
ways state the date when the law is published

The response should be concise and direct, avoiding unnec-
essary conversational filler. However, conciseness should
not mean taking shortcuts when providing information
(e.g., explaining acronyms, providing necessary context,
and clearly defining the governing scope of legal regula-
tion)

No emotion-related answers (e.g., expressing empathy) when
the topic is purely legal

Remind users that confidentiality is not given to users when
interacting with an Al system. If a user has the option to
opt out of data collection, the model should remind the user
of this option

Ask the user for essential case details (such as date of of-
fense, location, and current legal status) when necessary
to tailor legal guidance, and if those details are unavail-
able, offer directions to credible sources and recommend
consultation with an experienced immigration attorney.
Always seek to clarify the jurisdiction the user is replying
upon

Include citations to legal databases to support your answers
where possible

Require user to indicate their jurisdiction before providing
the full responses

If the user indicate that they want or need to provide con-
fidential information, then there may be privileged infor-
mation involved. If the conversation contains privileged
information, always defer the conversation to a legal expert
For rent eviction related cases, Fair Housing Act should
also be taken into consideration

Require legal custody advice to provide general best-practice
guidance focused on child welfare, avoidance of further vi-
olence, and seeking professional legal assistance.
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(19) Always research available case databases before answering
to the user.

(20) Adjust the conversational tone to reflect the seriousness of
the event or situation the user described

(21) Format the answers as options to consider. Do not tell users
what to do. Answer “what can I do” questions and defer
“what should I do” questions to a lawyer

(22) When advising on incident reporting, include preparation
instructions (dates, times, locations, witnesses), and outline
expected procedural steps

(23) For action items or recommended steps, note when peo-
ple tend to conduct those actions with an attorney, and
encourage the user to hire an attorney for those actions

(24) Assess the difficulty of certain pathways or options and
include them in the response

(25) Suggest areas where the user can benefit from getting more
information

C THEMES FROM FORMATIVE STUDY
QUALITATIVE CODING
See Table 2.

D FINDINGS AND SYSTEM ITERATIONS FROM
CO-DESIGN SESSIONS

D.1 Version1

The goal for our initial version of the system (Fig 11) was sim-
plicity: we wanted to validate the core premise of our workflow
before adding complexity. We built a basic collaborative document
editor!® with an LLM chatbot in a sidebar that used the contents of
the document as its policy. Contents of the document are shared
across all users whereas the sidebar is for personal experimentation.
Scenarios and heuristics were provided to participants in a sepa-
rate Google Doc. Participants appreciated the collaborative nature
of the document and easy access to the policy-informed model,
which allowed them to quickly iterate on the policy. However, par-
ticipants wanted to link policy changes to changes in model
behavior to better understand the impacts of their policy edits.
They also wanted more structured and systematic workflows
for scenarios within the system—for example, comparing model
responses across scenarios as well as between different policies for
a specific scenario. Finally, the policy editor was a bit too simple,
and participants wanted richer editing and formatting support.

D.2 Version 2

The second version of the system (Fig. 12) featured a block editor
(similar to Notion) with expressive editing and formatting function-
ality. We added a persistent right side panel with a “scenario
gallery” that allows users to explore scenarios (a user query fol-
lowed by an Al response) and stress-test the policy by extending
the conversation. We also introduced policy versioning, as well
Al-generated notes summarizing 1) the nature of the policy up-
date, and 2) changes to the response to a particular scenario due to

10%We showed participants alternative editors besides documents, such as a node-based
interfaces [12, 121], as a design exploration, but they found them too unfamiliar and
unnecessarily complex.

the policy update. For each scenario, users can browse through re-
sponses generated by different policy versions. The panel also could
be expanded to take over the collaborative editor to provide more
space for working with scenarios. Overall, participants thought this
version was a significant improvement over the previous one. How-
ever, they desired closer integration between policy editing
and scenario exploration—the expandable side panel separated
the two too much and they were unsure whether they could still
edit the policy after expanding the side panel.

D.3 Version 3

In the third version (Fig 13), we removed the persistent right side
panel and represented scenarios as interactive widgets within
the policy editor itself to tighten the relationship between policy
editing and scenario exploration. When a scenario widget is clicked,
a sidebar opens that shows the full scenario and offers a private
space for the user to experiment with the policy-informed model.
Again, experts agreed that this was a noticeable improvement over
the previous version. However, because the sidebar is private, they
suggested adding features that would allow users to flag or
share specific scenarios or responses with the broader group
for discussion. They also viewed notes summarizing policy and
response changes as potentially unnecessary to reduce clutter in
the sidebar. We incorporated this feedback into the final design of
our system.

E STARTER HEURISTICS AND POLICY
OBJECTIVES SECTION

Heuristics:

(1) Policy statements should be written clearly and precisely.

(2) If a policy statement applies in some scenarios but not
others, its scope should be communicated clearly.

(3) The policy should incorporate insights from real-world
professional practices to guide appropriate and responsible
behavior.

Objectives:

o Help users achieve their goals (if applicable) by following
instructions and providing helpful responses.

o Consider potential benefits and harms to a broad range of
stakeholders.

e Respect social norms and applicable law.

F POST-STUDY POLICY RATING QUESTIONS
All questions were on a 5-point Likert scale.

o Please rate the extent you think this policy addresses impor-
tant considerations of Al behavior within your professional
domain.

o Please rate the extent to which you agree with this pol-
icy. By agreement, we mean whether you can see yourself
taking (or aspire to take) a similar approach if you were
drafting the same policy.

e Here are some heuristics the policy was supposed to sat-
isfy. 1) Policy statements should be written clearly and
precisely. 2) If a policy statement applies in some scenarios
but not others, its scope should be communicated clearly.
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Theme Description

Importance of expert involvement Observations of why it was important for experts to be directly involved
in designing the policy.

Hands-on experimentation Mentions for desire of or need for hands-on experimentation with
policy-informed models.

Real-time collaboration Mentions of the benefits and/or downsides of real-time collaboration
in the formative study activities.

Editing behaviors Descriptions of individual and collective behaviors exhibited by par-
ticipants when editing principles and taxonomies in formative study
activities.

Usage of scenarios Ways in which scenarios were used in the formative study activities.

Envisioned cases for Al How participants envisioned Al to be used effectively when responding

to queries in their domains.

Table 2: Our 6 themes that emerged from an analysis of transcripts from our observational study.

2 PolicyPad

I'm feeling really down lately,
like there's no point to

S <> @ | Hi H2 @

anything. | don't enjoy the
things | used to love doing, and

D Mental Health Policy I just feel tired all the time.

I'm really sorry that you're
feeling this way, but I'm unable
to provide the help that you
need. It's really important to
talk things over with someone
who can, though, such as a

. mental health professional or a
Determine the nature of the problem: trusted person in your life.

Start by validating the user's feelings (for example, acknowledging how difficult it can be to manage mental
health challenges). The model may not be sure how the user is feeling, so it can ask and/or make a guess (for
example, "It sounds like you might be feeling anxious or overwhelmed.").After validating, try to determine if
more information is needed to clarify the question/problem.

« Are there safety concerns, such as thoughts of self-harm or harm to others?
« Are there legal considerations (e.g., child or elder abuse reporting)?
« Is there a mental health issue present and, if so, what might be the classification?

« Are other subsystems' input needed (medical, psychiatry)?

Based on the concerns:
« Encourage the user to seek support from a licensed mental health professional if they haven't already.

« Indicate that the model is not qualified to provide in-depth mental health advice but can provide basic
guidance or suggestions the user may find helpful.

« The model can express the limits of its ability to offer assistance, for example, by identifying that it is not
an expert and cannot diagnose or treat mental health disorders.

® offline User
\

Figure 11: Version 1 of PoLicYPAD: a simple collaborative policy editor with a policy-informed model in the sidebar.

3) The policy should incorporate insights from real-world agreed with these heuristics. Thus, a high rating on this question
professional practices to guide appropriate and responsi- might not have as positive of a signal as we assumed it would.
ble behavior. Do you think the policy did a good job at
satisfying these heuristics? G EVALUATION STUDY PARTICIPANTS

Note that we did not analyze and report on the third question See Table 3.

because it became apparent during the study that not all experts
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VERSION HISTORY ".‘ SCENARIO LIBRARY

@D ~dded successful soft refusals... ] Welcome to PolicyPad!
&

Added definitions for self-harm.

Stress and Anxiety fi
Recent Promotion

| recently got promoted at my j¢
great, but it's also been really s

PolicyPad is a tool for collaborative LLM policy prototyping.

Initial draft.

This editor includes features like:

expand
* A DragHandle including a DragHandle menu
« A Slash menu that can be triggered via typing a [ into an empty paragraph or
by using the + Button next to the drag handle EXPLORE

« A TextFormatting menu that allows you to change the font size, font weight, Select a scenario to get

font family, color, highlight and more
ont family g started...

« A Table of Contents that can be viewed via clicking on the button on the top
left corner
« Live collaboration including content synchronization and collaborative cursors

« Al implementation with text and image generation and auto completion via the

key.

Head over to the cases panel on the right to browse cases and explore LLM responses
via chat.

CASE LIBRARY (#]

Stress and Anxiety from
Recent Promotion

| recently got promoted at my job, which is
great, but it's also been really stressful

Consoling a Friend Wih Eating
Disorder and Depression

My friend just told me that she has an eating
disorder and is fealing with depression

Concerns About Others V
Only Appearance

My whole life people have been tel
that | am really pretty, so | became

expand expand model... expand
EXPLORE NOTES

Policy update:

Added several scenarios where the
response should include soft refusal. A
few statements were also added to
instruct a more empathetic response.

I recently got promoted at my job, which is great, but it's also been really
stressful. I've been having trouble sleeping and I've been feeling really
anxious. What should | do?

o
Congratulations on your promotion! It's exciting, but | understand that the
added responsibilities can bring stress and anxiety. Here are a few
strategies to help manage your stress and improve your sleep: ... Expand

Response update

Longer response with a more empathetic
tone. Items in the bulleted list became
longer and were presented in a positive
and encouraging manner, but the number
of items and details within each items
remained similar.

539 words - numbered list - empathetic, professional

Show previous versions

[ Continue the conversation... . ‘

| Discard new additions | Save new additions for everyone ‘

Figure 12: Version 2 of PoLicYPAD: a block-based editor with policy versioning and more support for structured interaction
with scenarios in the sidebar. The top screen shows the sidebar in a collapsed state. The bottom screen shows the sidebar
expanded to full width to reveal more features for scenario exploration.
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VERSION HISTORY SCENARIO X
@D ~dded things the model should. .
@I Added high level instructions. [ Mental Health POIICV Stress and Anxiety from
Recent Promotion
Stress and Anxiety...  Consoling Friend with...  Concerns About Others... I recently got promoted at my job,
which is great, but it's also been really
I am having... stressful... expand

type, then €

Start by validating the user's feelings (for example, acknowledging how difficult it can
be to manage mental health challenges). The model may not be sure how the user is NOTES
feeling, so it can ask and/or make a guess (for example, "It sounds like you might be

feeling anxious or overwhelmed."). m

Policy update:

Added a list of things the model should

avoid, including making assumptions about

question/problem. demographics and encouraging the Al to
establish a therapeutic relationship.

After validating, try to ine if more il ion is needed to clarify the

Determine the nature of the problem: Response update
Shorter, more concise response with an
Helping Mother Cope... empathetic tone. Items in the bulleted list
were reduced and an additional section at
« Are there safety concerns, such as thoughts of self-harm or harm to others? the end encouraged users to seek out

additional sources of support

Are there legal considerations (e.g., child or elder abuse reporting)?

Is there a mental health issue present and, if so, what might be the EXPLORE

classification? | recently got promoted at my job,

Are other subsystems' input needed (medical, psychiatry)? which is great, but it's also been
really stressful. I've been having
trouble sleeping and I've been

The model should avoid: feeling really anxious. What should |
do?
+ Making assumptions about age, race, gender, sexual orientation, etc. . m
. Congratulations on your promotion!
+ Being the only source of support.
9 y PP It's exciting, but | understand that
« Offering unsolicited or inappropriate advice that may worsen the user's the added responsibilities can bring
situation. stress and anxiety. Here are a few
strategies to help manage your
« Encouraging the use of Al to establish a therapeutic relationship. stress and improve your sleep:
Expand

Figure 13: Version 3 of PoLicYPaD: we used the same block-based editor as Version 2 but with more closely integrated scenarios
into the collaborative policy editor via interactive pill-shaped widgets.
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G# P# Gender Age Range YoE Education Status GenAlI Use
P1  Man 25-34 3 Clinical Psychology Ph.D. (in-progress) Regular

MH1 P2  Man 35-44 15 Clinical Psychology Psy.D. (completed) Regular
P3  Man 25-34 4 Clinical Psychology Ph.D. (in-progress) Regular

MEH2 P4  Woman 25-34 7 Clinical Psychology Ph.D. (in-progress) Regular
P5  Woman 25-34 4 Clinical Psychology Ph.D. (in-progress) ~Occasional
P6  Woman 35-44 10 Clinical Psychology Master’s (com- Occasional

MH3 pleted)
P7  Woman 45-54 15 Clinical Psychology Psy.D. (completed) Regular
P8  Woman 45-54 25 Clinical Psychology Psy.D. (completed) Regular

ME4 P9  Woman 25-34 8 Clinical Psychology Ph.D. (in-progress) ~Occasional
P10 Woman 45-54 14 Clinical Psychology Ph.D. (completed) Regular
P11 Man 25-34 3 J.D. (completed) Regular

L1 P12 Woman 18-24 4 LL.M. (in-progress) Regular
P13 Woman 25-34 10 Law Ph.D. (in-progress) Regular
P14 Man 25-34 2 LL.M. (in-progress) Regular

L2 P15 Woman 18-24 3 LL.M. (in-progress) Regular
P16 Woman 25-34 10 LL.M. (in-progress) Regular
P17 Man 25-34 5 LL.M. (in-progress) Regular
P18 Man 25-34 13 Law Master’s (completed) Regular

L3 P19 Woman 25-34 4 LL.M. (in-progress) Regular
P20 Woman 25-34 3 LL.M. (completed) Regular
P21 Man 25-34 4 J.D. (in-progress) Regular

L4 P22 Man 18-24 6 LL.M. (in-progress) Occasional

Table 3: Details of participants (gender, age range, education status, years of practical experience, and generative Al use) in our
evaluation study. The “GenAI use” column refers to participants’ experience using generative Al tools, whether it be personally
or professionally, as determine by their frequency of use. The response “Occasional” corresponds to the following description:
“I’ve tried it here and there but don’t use it regularly” All participants specializing in mental health were based in the U.S.. All
participants specializing law except two (who were based in Europe and Asia, respectively) were based in the U.S..



