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Figure 1: An overview of Wikibench’s approach to supporting community-driven data curation. The top row illustrates
community members’ use of Wikibench to select data points (e.g., edits on Wikipedia) for inclusion in the dataset, label data
points with “individual” labels based on their own initial judgments, and then discuss their perspectives and collectively
decide on a “primary” label for the data point. The bottom row represents data points in a conceptual 2D space. As each
community member labels data points, their labels form decision boundaries in aggregate (orange and blue dotted curves).
Through discussion, participants may resolve some disagreements or clarify ambiguities in labeling, leading to changes in their
individual labels. In addition, community members decide on a primary label for each data point, forming a consensus-based
decision boundary (purple curve). Wikibench datasets preserve information about disagreement among community members
(purple shaded region). The Wikipedia logo is licensed by Wikimedia Foundation, CC BY-SA 3.0, via Wikimedia Commons.
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ABSTRACT
AI tools are increasingly deployed in community contexts. However,
datasets used to evaluate AI are typically created by developers and
annotators outside a given community, which can yield misleading
conclusions about AI performance. How might we empower com-
munities to drive the intentional design and curation of evaluation
datasets for AI that impacts them? We investigate this question
on Wikipedia, an online community with multiple AI-based con-
tent moderation tools deployed. We introduce Wikibench, a system
that enables communities to collaboratively curate AI evaluation
datasets, while navigating ambiguities and differences in perspec-
tive through discussion. A field study on Wikipedia shows that
datasets curated using Wikibench can effectively capture commu-
nity consensus, disagreement, and uncertainty. Furthermore, study
participants used Wikibench to shape the overall data curation
process, including refining label definitions, determining data inclu-
sion criteria, and authoring data statements. Based on our findings,
we propose future directions for systems that support community-
driven data curation.

CCS CONCEPTS
• Human-centered computing → Collaborative and social
computing systems and tools.
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1 INTRODUCTION
AI tools are increasingly deployed in community contexts. For exam-
ple, AI-based content moderation tools have been deployed in on-
line communities such as Wikipedia and Reddit [46, 55]. AI-based
decision-making tools have also been adopted by local govern-
ments to prioritize public services, such as allocating local housing
resources [64, 86]. However, the datasets used to evaluate AI per-
formance are typically designed, curated, and labeled by developers
and data annotators outside of a given community, which can lead to
misleading conclusions about AI systems’ “fit for use” [40]. In turn,
the deployment of poorly-fit AI tools can yield compromised user ex-
periences or even cause harm to vulnerable populations [74, 81, 84].
For example, research shows that crowdsourced datasets systemati-
cally label innocuous phrases in African American English (AAE)
dialects as toxic [83]. As a consequence, if such datasets were used
to prospectively evaluate content moderation tools’ fit for use in
a community that uses AAE, they would underestimate the tools’
false positive rates, compared with what the community would
experience in deployment [84].

Given that what constitutes “good performance” on tasks such
as content moderation can be highly community-specific, recent
work has argued that HCI and machine learning research should

explore more community-driven approaches to AI dataset develop-
ment. For instance, in a position paper, Jo and Gebru [58] propose
that AI should draw lessons from archive and library studies, where
archives are often directly contributed and curated by the communi-
ties they are meant to represent, instead of by community-outsiders.
These community archives, such as the Feminist Archive and the
Working Class Movement Library, are motivated by the need to
represent the voices of non-elites and the marginalized [32]. The au-
thors argue that these traditions should inspire new approaches to
AI data curation that allow communities greater voice in specifying
their collective desires for AI performance.

In the context of AI evaluation, data curation refers to the process
of designing the “ground truth” against which AI models’ perfor-
mance will be evaluated [74]. This involves an intentional process
of selecting which data points should be included in a dataset and,
in the case of labeled datasets, deciding how each data point should
be labeled [73]. For example, when developing an AI dataset for
content moderation tools on Wikipedia, a “data point” could be an
edit to an article, and its “label” could be a judgment of whether the
edit should be considered “damaging” to the article or not [46]. The
intentional curation of AI evaluation datasets stands in stark con-
trast with what Jo and Gebru [58] term “laissez faire” approaches
to dataset development, which indiscriminately take data in masses
by crawling trace data on the web [40]. On their own, such datasets
simply capture how people have behaved in the past. However, they
often fail to capture communities’ normative beliefs about how
decisions should be made, for evaluation purposes [58, 81].

Realizing the vision of community-driven data curation of AI
datasets in practice poses numerous open challenges. For example,
while a community may share broad norms and values [14, 31],
individual community members may disagree about how specific
data points should be labeled (e.g., whether a given post should
be considered “toxic”) [12, 43, 44]. In some cases, these disagree-
ments may represent substantive differences in perspective, while
in other cases, a brief discussion between individuals could reveal
that they actually agree more than they disagree [16, 74]. Cur-
rent approaches to account for annotator disagreement in crowd-
sourced datasets tend to handle disagreements post-hoc (after data
have already been labeled), either by resorting to the majority
vote [30] or by attempting to model individual subjectivity for
re-weighted voting [4, 20, 26, 42, 93]. However, when it comes to
deciding how important community decisions should be made, it
is crucial that community members have opportunities to collec-
tively build meaning and understand each other’s perspectives. In
contrast to prior methods, this calls for more collaborative and
deliberative approaches that allow community members agency in
navigating disagreements, via processes that are perceived to be
fair by community members [67]. Furthermore, beyond selecting
and labeling individual data points, it is critical to provide com-
munities with the agency to shape higher-level decisions, such as
crafting label definitions and determining data inclusion criteria.
Finally, given that community members will generally have limited
time and attention to contribute to the curation of AI datasets, it
is important to support them in prioritizing their efforts. To the
best of our knowledge, despite recent calls-to-action from the re-
search community [22, 23, 58, 73, 74, 81], there are no existing tools

https://doi.org/10.1145/3613904.3642278


Wikibench: Community-Driven Data Curation for AI Evaluation on Wikipedia CHI ’24, May 11–16, 2024, Honolulu, HI, USA

aimed at addressing these challenges to support the intentional,
community-driven curation of AI datasets in practice.

We identify and address these challenges in the context ofWikipedia,
an online community where multiple AI-based content moderation
tools have been deployed, but where community members currently
have limited means to prospectively assess these tools’ fit for use.
Through formative interviews with Wikipedia community mem-
bers and AI developers, we derived a set of design requirements
for systems that aim to support community-driven data curation.
Based on these design requirements, we then developed Wikibench,
a system that enables community members to collaboratively cu-
rate AI evaluation datasets, while navigating disagreements and
ambiguities through discussion. As illustrated in Figure 1, commu-
nity members can use Wikibench to select data points for inclusion
in datasets, label data points with “individual labels” reflecting
their personal judgments, and discuss their perspectives to decide
upon a “primary label” for the data point. Through a field study
on Wikipedia, we find that datasets curated using Wikibench can
effectively capture community consensus, disagreement, and collec-
tive uncertainty. We demonstrate howWikibench datasets can help
in understanding areas of alignment and misalignment with com-
munity perspectives. Furthermore, we gain insight into the ways
Wikipedia community members collaborate using Wikibench. We
find that participants in our study used Wikibench to proactively
shape the overall data curation process beyond labeling data, includ-
ing refining label definitions, determining data inclusion criteria,
and authoring data statements.

Overall, this work demonstrates the potential of community-
driven data curation, and contributes the following:

• System: We introduce Wikibench, the first system that sup-
ports community-driven curation of AI datasets.

• Field study: We present findings from a field study on
Wikipedia to understand how Wikipedia community mem-
bers interact with this system to collaboratively curate eval-
uation datasets.

• Future directions: Based on our findings, we propose future
directions for HCI systems that support community-driven
data curation within and beyond the context of Wikipedia.

In the rest of the paper, we first review relevant literature and
introduce our study context (Section 2–3). Next, we present the
design requirements for Wikibench and walk through the system
(Section 4–5). We then describe our evaluation of Wikibench (Sec-
tion 6–9), and conclude with future directions (Section 10).

2 RELATEDWORK
2.1 Developer-Centric AI Evaluation
AI datasets are commonly created by developers and data annota-
tors with limited knowledge about the real-world contexts in which
these AI models will be deployed, assuming a “one-dataset-fits-all”
approach to evaluation [81]. For example, widely used datasets for
toxicity classification of online comments, such as Jigsaw’s Toxic
Comments [18] and Civil Comments [8], are commissioned by AI
developers and labeled by crowd workers. While these datasets
are commonly framed as benchmarks of progress toward general
abilities, such as “toxicity detection,” researchers argue that they
are often ineffective for evaluating how an AI model will perform

in real-world contexts [81]. One reason general benchmarks can
fail is that many tasks currently targeted by AI models are inher-
ently norm- and value-laden [22, 43, 44, 60, 61]. For instance, a
comment that is considered “inappropriate” in the context of one
online community may be within bounds of acceptability for those
in a different community, with different norms and values [83].
As a result, a one-dataset-fits-all approach can yield misleading
conclusions when used to prospectively evaluate how well an AI
model will perform in a particular community context [80, 83, 84].
These concerns have informed a recent line of research that directly
involves end-users in AI evaluation and benchmark development.

2.2 Broadening Participation in AI Evaluation
As dataset issues cascade down to deployment [82], end-users have
often surfaced instances of AI misbehavior through their everyday
use [24, 27, 28, 72, 77, 85]. For example, Twitter users discovered
that the platform’s image cropping algorithm favored light-skinned
over dark-skinned individuals when both are in an image [95]. Sim-
ilarly, Halfaker and Geiger [46] document how various Wikipedia
language communities have engaged in ad-hoc, bottom-up efforts
to identify language-specific error patterns in Wikipedia’s AI-based
content moderation tools. As acknowledged by AI developers, end-
user involvement in testing and auditing AI behavior can be ex-
tremely valuable [21]. Given end-users’ situatedness in specific
contexts where AI tools will be used, they can often surface issues
that would otherwise be missed [85]. Recently, the HCI commu-
nity has proposed several systems that support individual users
in testing and auditing AI behavior [13, 65, 66]. Facilitating user
collaboration remains an area for further exploration [24].

Beyond collecting evidence of AI misbehavior, several efforts
have focused on the creation of new benchmark datasets by challeng-
ing crowdworkers and volunteers to uncover AI models’ blind spots
and then adding these instances to their new evaluation datasets [1–
3, 5, 25, 62, 76, 92]. For example, the CATS4MLData Challenge asked
challenge participants to submit misclassified Google Open Images
to create a new evaluation dataset [1]. Similarly, the Adversarial
NLI benchmark was created by challenging crowdworkers to draft
text snippets that existing AI models could not understand [76].
Dynabench and DataPerf are centralized platforms that host several
of these data challenges [62, 71].

Existing approaches to broadening involvement in AI evalua-
tion, such as those overviewed above, differ from our vision of
community-driven AI evaluation in several ways. First, these ap-
proaches have typically focused on engaging end-users, crowd-
workers, and other volunteers in identifying cases where specific
AI models misbehave, rather than in proactively specifying what
behavior and performance they want to see from AI models. Sec-
ond, in current approaches, individuals work independently or in
competition with one another, rather than collaboratively. Finally,
current approaches tend to recruit broadly, without a focus on cap-
turing perspectives held by particular communities. In the following
subsection, we briefly overview existing scholarship relevant to the
vision of community-driven AI evaluation.
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2.3 Community-Driven AI Evaluation
An emerging body of research has advocated for empowering com-
munities to shape the design of AI evaluation datasets [22, 23, 58,
74, 81]. For instance, Jo and Gebru [58] argue that AI dataset devel-
opment should learn from the rich traditions of community-driven
curation of archives in library studies. Because community archives
are motivated by the need to represent non-elites and marginalized
voices [32], Jo and Gebru [58] argue that they can serve as a model
for how the design of AI datasetsmight be opened up for community
input. Yet realizing the vision of community-driven AI data curation
in practice poses numerous open challenges. For example, a grow-
ing body of work in HCI and machine learning has argued that the
notion of a single, objective ground truth label often does not apply
when AI is deployed in complex social contexts, where different
groups may have distinct perspectives [16, 22, 43, 60, 61, 74, 87].
In some cases, these disagreements may stem from genuine differ-
ences in perspective, while in other cases, a brief discussion between
individuals could reveal that they actually agree more than they
disagree [16, 74]. However, current approaches to account for an-
notator disagreements tend to handle disagreements post-hoc after
individual labels have been gathered [4, 20, 26, 42, 93], instead of
facilitating discussion and deliberation among annotators. When
deciding how important decisions should be made in community
contexts, it is critical that community members have opportunities
to discuss, understand each other’s perspectives, and collectively
build meaning [74]. This calls for more collaborative, deliberative
approaches that allow community members agency in navigating
disagreements, through processes that they perceive to be fair and
appropriate [67, 68, 90].

We note that while some online platforms have existing community-
driven content curation mechanisms, their purpose is distinct from
AI dataset curation. For example, Reddit and Stack Overflow have
implemented community voting systems to enable the curation of
high-quality posts [41, 69]. Similarly, Wikipedia allows community
members to revert damaging edits in order to maintain article qual-
ity [39]. These content curation mechanisms differ from AI data
curation in two aspects. First, in the context of AI evaluation, data
curation refers to an intentional process of designing the “ground
truth” against which AI models’ performance will be evaluated [74].
These datasets aim to represent community members’ collective
beliefs about what constitutes “good performance” on a given task
(e.g., content moderation) in the context of their community. In con-
trast, votes, reverts, and other trace data generated through existing
content curation processes can carry complex meanings, which will
often be misaligned with the goals of an AI evaluation [45, 79]. For
instance, on Reddit and Stack Overflow, posts may receive down-
votes for reasons unrelated to the violation of the community’s
content moderation policy [33]. Similarly, Wikipedia edits can be
reverted for reasons beyond causing damage to an article [48, 63].
Relying on these trace data as proxy labels for AI evaluation can
introduce target variable bias, leading to misleading evaluations
of AI performance [45]. Second, in the same vein, while past work
has often used historical human decisions as ground truth for eval-
uating AI-based decision-making tools, these trace data capture
only how decisions have been made in the past—biases, errors, and
all—not how a community believes decisions should be made [40].

Therefore, recent work has argued for the necessity of intentionally
curated evaluation datasets, to support meaningful and reliable AI
evaluations [22, 23, 58, 74, 81]. Despite these differences, Section 10
will discuss how tools for community-driven AI data curation may
draw inspiration from existing content curation mechanisms.

Beyond recent calls-to-action for the research community, to
our knowledge no tools currently exist to address the challenges
described above to support intentional, community-driven curation
of AI datasets in practice. The current work is the first system in the
literature aimed at supporting community-driven AI data curation.

3 STUDY CONTEXT
We conduct this study in the context of Wikipedia for several rea-
sons. First, Wikipedia has a rich history of grassroots engagement
to explore new modes of participation in AI development and eval-
uation [46, 88], as mentioned in Section 2.2. However, while com-
munity members are motivated to improve the AI-based tools they
use and are impacted by, there is currently no infrastructure to
support them in proactively curating datasets for AI evaluation and
improvement. Thus, our research focus is well-aligned with existing
interests and motivations among Wikipedia community members,
and this context presents an opportunity to develop a system that
is truly useful to the community. In addition, the Wikipedia context
has established norms for collaborative efforts (e.g., for article edit-
ing) [7, 34, 63]. Our focus on Wikipedia enables us to build upon
these existing community norms when exploring new mechanisms
for community-driven data curation, thus bypassing the need to
develop and introduce entirely new collaboration processes.

The remainder of this section briefly discuss the current AI eval-
uation challenges faced by the Wikipedia community and our po-
sitionality as researchers working with community members. In
the remainder of this paper, we refer to Wikipedia’s community
members as “Wikipedians,” following community terminology.

3.1 Challenges of AI Evaluation on Wikipedia
As Wikipedia scales, the community increasingly relies on AI tools
for governance [38, 47, 75]. For example, AI-based content mod-
eration tools are used to identify damaging edits in articles for
Wikipedians to review and revert them as necessary [37, 39, 47].
Among various content moderation tools, ORES, an AI model host-
ing system, is used extensively in English Wikipedia and many
other languages [46]. Using basic estimation, Halfaker and Geiger
[46] argue that without ORES’s AI model for detecting damaging
edits, it would take 483 labor hours per day to review the 290k edits
made to all the various language editions of Wikipedia, but with
an AI model, that workload can be reduced by 90%.

Despite the growth of AI tools, Wikipedia communities cur-
rently have limited means to evaluate particular AI tools’ “fit for
use” with respect to their collective norms and values. Currently,
the curation of ORES’ training and evaluation datasets relied on a
system called Wikilabels1, which is hosted on an external website
outside Wikipedia. Wikipedians can join data labeling campaigns
on Wikilabels and request a subset of data to label. However, un-
like Wikipedia where each article is editable by any Wikipedian,
Wikilabels assigns each data point to only a single Wikipedian for
1https://meta.wikimedia.org/wiki/Wiki_labels
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labeling in isolation. Wikilabels also doesn’t enable Wikipedians to
discuss labels collaboratively, unlike Wikipedia, where each article
has an associated talk page2 for discussing its content. As such, it
is less clear to what extent Wikilabels’ datasets reflect the collec-
tive perspectives of the community, versus just the perspectives
of some individual annotators. Besides labeling preselected data
in Wikilabels, Wikipedians currently do not have a way to proac-
tively evaluate how different AI tools perform with respect to their
collective norms and values.

3.2 Positionality and Ethical Considerations
Our research has dual objectives. First, we are interested in explor-
ing new approaches to support community-driven data curation.
Second, we hope our research can truly benefit the Wikipedia com-
munity, in recognition that Wikipedia is not a laboratory3 [50].
These dual objectives guided our decision-making throughout the
study, from research method to system design. In cases where these
two objectives conflict, we prioritize the community’s needs, pref-
erences, and established norms over our research interests [46, 52].
We took several precautions to ensure that we conducted ethical
research on Wikipedia4. For example, we collaborated with an ex-
perienced Wikipedian deeply involved in the development of AI
tools in Wikipedia and an academic researcher with over a decade
of experience studying Wikipedia. We also adhered to the norm
of researching Wikipedia by creating and iteratively updating a
project page on Meta-Wiki5, where we publicly shared the study’s
objective, protocol, timeline, recruitment message, and our institu-
tional affiliation for Wikipedians to access. Finally, we recruited a
minimal number of Wikipedians for the study, acknowledging that
the study might take their time away from their volunteer work on
Wikipedia. We hope the benefit of our research has the potential to
outweigh the disruptions we inevitably caused.

4 DESIGN REQUIREMENTS
To better understand Wikipedians’ desires and challenges around
data curation for AI evaluation, we conducted a formative study
with eight Wikipedians who had experience using AI-based con-
tent moderation tools on the platform (e.g., edit patrollers who
use AI tools), contributing to the development of these tools (as AI
data labelers or engineers), or participating in grassroots efforts to
identify areas for improvement in deployed tools (see Table 1 for
an overview). In this phase of our research, we aimed to recruit
Wikipedians across multiple language communities, with the goal
of understanding desires and challenges onWikipedia more broadly.
To recruit participants, we adopted a snowball sampling approach.
We first recruited a Wikipedian who had been heavily involved
in AI development on Wikipedia. This Wikipedian then helped us
reach out to a broader set of Wikipedians by pinging them on the
associated talk page of our research page on Meta-Wiki, where
Wikipedians could view our study description before signing up.
Seven additional Wikipedians who self-identified with at least one
of the five roles we targeted (Table 1) signed up either through a

2https://enwp.org/WP:TALKPAGE
3https://enwp.org/WP:NOTLAB
4https://enwp.org/WP:Ethically_researching_Wikipedia
5https://w.wiki/7QGb

form we provided or by using Wikipedia’s email feature. In total,
we conducted synchronous interviews with seven Wikipedians and
exchanged emails with one (W8) based on their preference. The in-
terview was semi-structured and lasted for an hour with a $30 USD
compensation. Some participants declined our compensation, view-
ing the study as part of their volunteer work to improve Wikipedia.
Our interview questions are shown in Appendix A.1.

Through a reflexive thematic analysis [9, 10] and affinity dia-
gramming by two of the authors, we derived the following four
highest-level themes as design requirements for systems that aim to
support the community-driven data curation process for AI evalua-
tion on Wikipedia. We briefly summarize each requirement below:

D1: The data curation process should be led by the commu-
nity and follow their established norms. Participants suggested
that systems for community-driven data curation should provide
communities with the agency to shape the overall data curation
process, beyond labeling individual data points. In addition, partici-
pants emphasized that in order to succeed, the systems need to be
flexible and adaptable to the varying norms of different Wikipedia
language communities: “If we’re talking about Wikipedia, make sure
it adapts to the local rules. English [Wikipedia] are full of categories,
[whereas] in the Dutch Wikipedia it’s almost a crime to have more
than ten categories” (W6).

D2: The data curation process should encourage delibera-
tion to surface disagreements, build consensus, and promote
shared understanding. In Wikilabels, data points were labeled
by individual Wikipedians working in isolation. However, our par-
ticipants argued that data curation systems should instead promote
deliberation, similar to existing processes on Wikipedia for article
editing. Participants highlighted the importance of deliberation due
to the subjectivity of data labeling and potential disagreements
among community members. Participants suggested building upon
Wikipedia’s existing deliberation interface and mechanisms, such
as talk pages and associated norms, to build consensus for collec-
tive decision-making while ensuring individual viewpoints are fully
considered. Participants also anticipated that these deliberations
can have side effects that benefit the community, such as revealing
otherwise hidden disagreements, gaining insights from each other,
and collectively strengthening the community.

D3: The data curation process should embed within exist-
ing workflows. Participants believed that a key reason Wikilabels
did not see sustained use was because it was hosted on an exter-
nal website and required Wikipedians to leave their workflows on
Wikipedia. For example, even though Wikipedians were already re-
viewing edits on Wikipedia, the design of Wikilabels required them
to duplicate this effort by labeling edits as damaging or not using
Wikilabels only for the purpose of data labeling. Participants wished
to embed the data curation process into their existing workflow
on Wikipedia: “Capturing people’s judgments while they’re working
is like sticking a waterwheel in a river. The river is already flowing,
we should take advantage of that” (W1). They also anticipated this
could help curate up-to-date data instead of labeling historical data
pre-selected by AI engineers when using Wikilabels: “We’re going
to continue to get new data, so we can update the models and continue
to re-evaluate them” (W7).

https://enwp.org/WP:TALKPAGE
https://enwp.org/WP:NOTLAB
https://enwp.org/WP:Ethically_researching_Wikipedia
https://w.wiki/7QGb
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Table 1: The targeted roles for recruitment in the formative study and the participants who self-identified with these roles.

Role Role Description Participant ID

Community organizer organize community efforts around AI on Wikipedia W1, W4, W5, W6
AI evaluator have participated in efforts to identify and report AI errors W1, W2, W6
AI user use AI tools for their daily work on Wikipedia W1, W2, W5, W8
AI engineer develop AI tools and/or organize data labeling campaigns W1, W3, W5, W7
AI data labeler contribute to data labeling campaigns W1, W4, W5

D4: The data curation process should be public and trans-
parent to community members. Currently, Wikipedians have a
limited and narrow view of the data curation process in Wikilabels,
where each contributor only sees the data they labeled. Partici-
pants suggested that data curation systems should instead make
entire datasets public and easily accessible (like most content on
Wikipedia) to facilitate community-driven AI evaluation: “If I’m
doing my own audit, I’m not quite sure if other people are having
the same problems and benefits of this model that I am. But if we
can all put it in a repository together, and have some mechanism to
make sense of what’s in there, then I can know how this is working for
everybody. We can make decisions together about whether we want
this or not in our community” (W1).

5 WIKIBENCH
Based on these design requirements, we developed Wikibench, a
system that enables community members to collaboratively curate
AI evaluation datasets, while navigating disagreements and ambi-
guities through discussion. Wikibench supports these processes
through theworkflow illustrated in Figure 2. As shown in this figure,
community members can use Wikibench to select new data points
for inclusion in datasets and to label these data points during the
course of their regular, daily activities on Wikipedia (via a plug-in).
Wikibench also supports community members in filtering through
data points that have already been added to the dataset, to select
ones to further label or discuss. Through Wikibench, community
members are supported in either discussing the label of individual
data points, or discussing higher-level topics related to the overall
data curation process.

Wikibench is designed to capture community consensus, dis-
agreement, and uncertainty. Wikibench records two types of labels
for each data point:

• Individual Label: Each community member can provide
their unique individual label that is meant to reflect their
own perspective. This label is editable only by themselves
and may differ from others’ labels.

• Primary Label: Community members can collectively deter-
mine a primary label that is intended to reflect a “consensus”
view.

Together, the individual and primary labels allowsWikibench datasets
to reflect both community consensus and differing viewpoints that
may underlie that consensus. Wikibench also records labelers’ self-
reported confidence associated with each individual label. In aggre-
gate, confidence indications can provide a signal of the uncertainty
associated with a data point.

In this section, we overview Wikibench’s design through the
specific example of dataset curation to support the evaluation of
AI-based content moderation tools on Wikipedia, which are used
to counter vandalism. In this context, each data point is an arti-
cle edit on Wikipedia. Following the design of existing AI tools
and datasets on Wikipedia, each edit has two associated labels:
edit damage, which specifies whether the given edit is viewed as
“damaging” to the article’s quality, and user intent, which specifies
whether the edit is viewed as having been made in good or bad
faith. The distinction between edit damage and user intent follows
the prior data labeling campaign hosted on Wikilabels (Section 3.1),
considering that damaging edits made with good intent are not
considered to be vandalism6 on Wikipedia.

In the following subsections, we describe howWikibench’s three
user interfaces on Wikipedia: plug-in, entity page, and campaign
page, support data curation. Throughout this section, we link spe-
cific features of Wikibench’s design to the design requirements
described in the previous section, denoted as (D1)—(D4). Finally,
we conclude with implementation details.

5.1 Plug-in: Select and Label New Data Points
Wikipedians can use Wikibench’s plug-in to select and label new
edits during their regular patrolling activities on Wikipedia (D3).
Specifically, Wikipedians who self-identify as patrollers7 regularly
patrol edits on Wikipedia’s Recent Changes page8 and assess se-
lected edits by opening its “diff” page9. Wikibench embeds a plug-in
on these diff pages so that Wikipedians can label edits while they
are already in the midst of assessing them, as shown in Figure 3. The
plug-in also allows Wikipedians to specify the confidence level for
their labels and include notes if desired. Overall, this design embeds
the data curation process into Wikipedia’s existing workflow to
reduce duplication of effort and help curate up-to-date data.

After Wikipedians submit their labels, Wikibench’s plug-in en-
courages them to engage in discussion when labeling disagree-
ments arise (D2). In particular, if an individual’s submitted label
differs from the existing primary label of an edit, the plug-in will
display the yellow message in Figure 4 to encourage discussion.
Otherwise, the green message will appear to minimize disruption
to Wikipedians’ regular patrolling activities. These messages en-
courage deliberation only when disagreements occur and minimize
disruptions to existing workflows otherwise.

6https://enwp.org/WP:VAND
7https://enwp.org/WP:RCP
8https://enwp.org/Special:RecentChanges
9https://enwp.org/WP:DIFF

https://enwp.org/WP:VAND
https://enwp.org/WP:RCP
https://enwp.org/Special:RecentChanges
https://enwp.org/WP:DIFF
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Figure 2: Wikibench’s workflow. Wikibench mainly supports three actions for community-driven data curation: select, label,
and discuss, each illustrated by different colors. Community members can select and label data points during their regular
activities (i.e., while patrolling for damaging edits on Wikipedia) or choose from data points already collected in the dataset.
They can also discuss individual data points to resolve disagreements or initiate a higher-level discussion related to the overall
data curation process.

5.2 Entity Page: Label and Discuss Collected
Data Points

Wikibench’s entity pages publicly show the labels of individual edits
and facilitates discussions and (re-)labeling (D2, D4). As shown in
Figure 5, the top half of each entity page shows the edit, its primary
label, and the user’s individual label. The bottom half shows the
full set of individual labels submitted by the community so far,
along with any brief notes that community members may have
included as rationale. This view is intended to help Wikipedians
quickly understand the current level of disagreement associated
with a given edit, and to examine how their own views align with
or differ from others’. If Wikipedians think discussion on a given
edit could be helpful, each entity page has a corresponding talk
page for deliberation. This design resembles Wikipedia’s article
editing mechanisms, where each article has a corresponding talk
page to discuss the article’s content.

The mechanism by which Wikipedians choose the primary la-
bel for an edit through Wikibench is based upon the Wikipedia
community’s established norms for consensus-building (D1, D2).

Similar to Wikipedia articles, the primary label is initially set to the
value of the first submitted individual label. From that point on, it
is open to modification by any Wikipedian. Wikibench does not
automatically assign primary labels based the majority of individ-
ual labels, because Wikipedia follows the principle that “polling is
not a substitute for discussion” when it comes to consensus build-
ing10. When disagreements arise, Wikibench’s design explicitly en-
courages Wikipedians to employ their well-established consensus-
building processes11 (e.g., the bold, revert, and discuss cycle12), to
boldly edit primary labels and engage in discussions when others
disagree with the changes (see Figure 6). When the primary label
is changed, Wikibench also notifies previous labelers, to facilitate
discussion as needed.

10https://enwp.org/WP:POLL
11https://enwp.org/WP:CON
12https://enwp.org/WP:BOLD

https://enwp.org/WP:POLL
https://enwp.org/WP:CON
https://enwp.org/WP:BOLD
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Figure 3: Wikibench’s plug-in is embedded in Wikipedia’s
diff pages, where Wikipedians already assess edits dur-
ing their regular patrolling activities. Through the plug-in,
Wikipedians can label an edit’s damage and user intent, spec-
ify their confidence level, and add notes if desired.

Your submission has been recorded.

You are welcome to review other Wikipedians' labels on the 

 or close this message for resubmission.entity page of this diff

Your submission has been recorded but is different from the 
primary label: (damaging, good faith).

You are welcome to review other Wikipedians' labels on the 

 or close this message for resubmission.entity page of this diff

Figure 4: The message displayed after Wikipedians success-
fully submit their labels using the plug-in. The yellow mes-
sage appears only when the submitted labels differ from the
current primary label to facilitate discussion.

5.3 Campaign Page: Select Collected Data Points
for Labeling and Discussion, or Discuss the
Overall Curation Process

The campaign page publicly shows the entire dataset and surfaces
edits that could benefit from additional attention, including edits
with high disagreement and edits that could benefit from addi-
tional labelers (D2, D4). As shown in Figure 7, each row in the
table is a link to an entity page for an edit and its label informa-
tion. The four buttons above the table assist Wikipedians in sorting
the table to easily find edits that may benefit from more labels
or discussions. For example, the provide more labels button helps
Wikipedians find and contribute to edits with fewer individual
labels. The build consensus button surfaces edits that have high
disagreement across community members’ individual labels, to pro-
mote discussion among community members. The disagreement
is measured as the standard deviation of encoded individual la-
bels, with ±1 for damaging/not damaging, ±0.5 for damaging/not
damaging submitted with low confidence; likewise for user intent.

The campaign page is also designed to enable Wikipedians to
discuss and coordinate about the overall data curation process
(D1, D2). In addition to the table, the campaign page serves as
a living datasheet [36] that provides comprehensive information
about the data curation campaign, such as label definitions and data
statements, as outlined in Figure 7 on the left. Similar to Wikipedia
articles, the campaign page can be edited by any Wikipedian and
has an associated talk page for discussion.

5.4 Implementation
The current implementation ofWikibench is built uponWikipedia’s
infrastructure to ensure its user interfaces and norms are familiar
to Wikipedians. In the back-end, both entity and campaign pages,
used for storing labels and campaign information, are standard
Wikipedia article pages with built-in talk pages. Wikibench uses
Wikipedia’s user script feature13 to re-render these article pages on
the front-end. The plug-in is also a front-end element embedded
in Wikipedia’s existing diff page. To ensure that the front-end ele-
ments are familiar to Wikipedians and coherent with Wikipedia’s
existing interface, Wikibench uses Wikipedia’s OOUI14 and design
system15. The creation and revision of Wikibench’s labels are en-
abled through MediaWiki API16. Importantly, we adhere to our
positionality statement by keeping Wikibench’s campaign and en-
tity pages within an author’s user sandbox17, a designated area for
experimentation on Wikipedia, to minimize disruption to the site.
This deep integration with Wikipedia also enables Wikipedians to
easily use Wikibench by importing Wikibench into their Wikipedia
account through a user script18. Wikibench is open-sourced on
Wikipedia19 and available to all Wikipedians.

6 EVALUATION STUDY
To understand howWikipedians use Wikibench in practice, we con-
ducted a two-part evaluation study on English Wikipedia, a highly
active and extensively studied Wikipedia language community [11].
Prior research has demonstrated that community needs and norms
for content moderation vary across different Wikipedia language
communities [46, 51]. In the current study we focus on understand-
ing how Wikibench can support community-driven data curation
on one language community20, before expanding the system to
multiple communities.

In the remainder of the paper, we refer to English Wikipedia
as “Wikipedia” for simplicity. We first conducted a one-week field
study in which participants used Wikipedia to collectively curate
a dataset. We then conducted a validation study with a separate
set of participants, aimed at understanding whether labels gener-
ated collaboratively, through Wikibench, better reflect community
consensus than those generated through Wikilabels.

13https://enwp.org/WP:JAVASCRIPT
14https://www.mediawiki.org/wiki/OOUI
15https://design.wikimedia.org/style-guide
16https://www.mediawiki.org/wiki/API:Main_page
17https://enwp.org/WP:SAND
18https://enwp.org/Wikipedia:User_scripts
19https://en.wikipedia.org/wiki/User:Tzusheng/Wikibench-Editquality.js
20Note that we focus at the level of a language community because this is the level at
which AI-based content moderation tools are adopted on Wikipedia.

https://enwp.org/WP:JAVASCRIPT
https://www.mediawiki.org/wiki/OOUI
https://design.wikimedia.org/style-guide
https://www.mediawiki.org/wiki/API:Main_page
https://enwp.org/WP:SAND
https://enwp.org/Wikipedia:User_scripts
https://en.wikipedia.org/wiki/User:Tzusheng/Wikibench-Editquality.js
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Figure 5: Wikibench’s entity page for a given edit. The left side shows the top half of an entity page, featuring the edit, its
primary label, and the user’s individual label. The right side shows the bottom half of an entity page, containing the full set of
individual labels and accompanying notes. Participants’ usernames are blurred to avoid identification.

Figure 6: The message displayed when Wikipedians edit pri-
mary labels to encourage them to be bold yet respectful of
others’ views.

6.1 Field Study
We conducted a one-week field study to observe how Wikipedians
useWikibench in the course of their regular activities onWikipedia.

6.1.1 Study protocol. The study began with a one-hour, one-on-
one onboarding session that introduced the study and the data cu-
ration campaign. As part of this onboarding, participants imported
Wikibench into their Wikipedia user accounts and a researcher

walked them through the system’s features. At the end of the on-
boarding, participants received instructions for the week-long field
study. We set minimal participation requirements to ensure that (1)
participants would have ample opportunities for interaction during
the field study period, while also (2) providing participants with
flexibility to decide when and how much they want to contribute
(cf. [97]). Each participant was asked to submit a minimum of 10 la-
bels and to engage in at least 3 discussions per day usingWikibench,
for 5 days out of the week. Finally, we conducted a 30-minute exit
interview with each participant once they completed the field study,
to learn about their experiences and gather feedback. As part of this
exit interview, each participant was shown a randomly selected set
of 10 edits from the dataset, and were invited to explore how Wik-
ibench’s labels compare with the predictions of ORES (described in
Section 3.1) and a newAI tool21 that is currently under development
by the Wikimedia Foundation (with more details in Section 8.2).
Our exit interview protocol is shown in Appendix A.2.1.

6.1.2 Recruitment. We adhered to our positionality statement and
followed the norm of researching Wikipedia by including the re-
cruitment message in our main project page on Meta-Wiki, where
Wikipedians could review study details before signing up. We then
shared this project page with Wikipedians through multiple chan-
nels, including English Wikipedia’s Village Pump22, r/wikipedia
subreddit, and the Discord servers for the Wikimedia Community
and Anti-Vandalism. We also reached out to several Wikipedians
21https://wikitech.wikimedia.org/wiki/Machine_Learning/LiftWing
22https://enwp.org/WP:VP

https://wikitech.wikimedia.org/wiki/Machine_Learning/LiftWing
https://enwp.org/WP:VP
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Figure 7: An excerpt of Wikibench’s campaign page. The section at the top shows simple visualizations to help Wikipedians
track the progress of a data curation campaign. The section at the bottom includes a table that helps Wikipedians navigate
the entire dataset. The buttons above the table allowWikipedians to sort the table and identify edits that may benefit from
additional labels or discussion, including edits for which the current primary label differs from their own individual label.

who were actively patrolling edits by leaving messages on their
user talk pages—an approach that aligns with existing norms for
communication on Wikipedia.

In total, we recruited 12 Wikipedians with diverse experiences
and backgrounds, as shown in Table 2. We conducted onboarding
sessions and exit interviews via Zoom, with the exception of one
participant who preferred to participate via text over Discord. We
provided $150 USD as compensation, including $30 for onboarding,

$100 for the field study ($20 per day for 5 days), and $20 for the exit
interview. These compensation amounts align with prior studies on
the English Wikipedia [94], as well as prior HCI research that has
conducted similar week-long field studies [97]. As in our formative
study, some participants declined compensation at the end of the
exit interview, viewing the study as part of their voluntary work to
improve Wikipedia.
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Table 2: Field study participant demographics, including their self-identified experience and frequency of patrolling edits,
registration year, edit count on English Wikipedia, and geographic location.

Participant ID Patrol Experience Patrol Frequency Registered Since Edit Count Location

P1 Months Daily 2023 9.1k United States
P2 Years Daily 2018 24k Indonesia
P3 Months Weekly 2023 1.6k United States
P4 Years Daily 2006 48k Singapore
P5 Years Daily 2021 2.6k Germany
P6 Months Daily 2018 7.4k Italy
P7 Years Daily 2013 0.9k Hungary
P8 Months Daily 2023 4.2k United States
P9 Years Yearly 2013 9.7k Australia
P10 Years Daily 2014 23k United States
P11 Years Daily 2019 7.1k Ireland
P12 Years Daily 2020 18k United Kingdom

6.2 Validation Study
To understand whether Wikibench helped curate labels that more
consistently reflect community consensus, compared with the pre-
vious approach (Wikilabels), we conducted a small-scale validation
study following the conclusion of the field study. In particular, we
recruited a separate group of Wikipedians to collaboratively la-
bel a subset of the edits using Wikipedia’s default article and talk
pages. These participants labeled edits anew, without knowledge of
the labels each had previously received through either Wikibench
or Wikilabels. While using the default interfaces for labeling and
discussion without Wikibench’s support was more involved and
time-consuming for participants, this approach mirrors the stan-
dard process Wikipedians use to reach consensus on article pages.
This validation study helped us understand whether Wikibench’s
primary labels, which are intended to be reflective of community
consensus, are indeed aligned with the labels generated through
Wikipedia’s standard consensus-building process. Our validation
study aimed to compare the consensus labels generated through
this process, by an independent group of participants, with those
generated through Wikibench and Wikilabels.

6.2.1 Edit selection. We first sampled 90 edits that had previously
received labels through Wikilabels. We then had field study par-
ticipants label them using Wikibench during onboarding sessions
without being told about the validation study to prevent them from
overly focusing on these edits more than they would naturally do.
These edits then underwent the standard labeling and consensus-
building process inWikibench. Following the conclusion of the field
study, we identified 33 edits where Wikilabels and Wikibench’s
primary labels differed. The resulting edits were selected for the
validation study. Additional details of our sampling procedure of
the 90 edits are available in Appendix A.3.1.

6.2.2 Study protocol. We created a standard article page in an
author’s user sandbox for the validation study. The page provided
study purpose, instruction, and compensation information, along
with a table where each row was an edit, and each column was
available for one Wikipedian to provide their individual label. In
addition, we asked Wikipedians to enter their label consensus in

two extra columns, one for edit damage and another for user intent.
They were also encouraged to use the talk page for discussion. The
entire validation study lasted a week to ensure sufficient time for
participants to label and discuss edits asynchronously.

6.2.3 Recruitment. We recruited five additional Wikipedians who
had signed up or expressed interest in the field study but were
unavailable during the study period. We shared the link to the
article page we set up for the validation study and provided $90
USD as compensation at the end, with the estimated time required
around three hours. As in the prior two studies, some participants
declined compensation, viewing their participation as part of their
voluntary work to improve Wikipedia. Participant demographics
are shown in Table 4 in Appendix A.3.2.

6.3 Data Analysis
We adopted a mixed-method approach to analyze our data. We
employed a top-down approach to quantitatively analyze the re-
sulting community-curated dataset for indicators of quality, such
as primary label composition, individual label variation, and label
contributor diversity. We adopted a reflexive thematic analysis ap-
proach [9, 10] to qualitatively analyze both participants’ interview
data and their interactions with one another through Wikibench.
In particular, two authors conducted open coding on 12 exit in-
terviews and all discussions on Wikibench’s campaign and entity
talk pages. This process resulted in a total of 249 codes. Through
iterative discussions, we synthesized higher-level themes using
affinity diagramming. In total, we identified 64 first-level themes,
17 second-level themes, and 7 top-level themes through this process.
Finally, we triangulated across findings from our quantitative and
qualitative analyses. We report the results of this combined analysis
in the next sections.

7 OVERVIEW OF FINDINGS
We present findings from our evaluation study in the following
two sections. Section 8 examines the quality and properties of the
resulting dataset curated using Wikibench (Section 8.1) and ex-
plores its use in evaluating different AI models’ alignment with
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community norms and values (Section 8.2). In total, Wikipedians
curated 757 edits using Wikibench, with a relatively balanced pri-
mary label composition (61% of primary labels are “damaging” and
48% are “bad faith”), which can be useful in evaluating how well
an AI model’s decision boundary aligns with community-specified
decision boundaries [35]. Overall, we find evidence that the dataset
collected through Wikibench is broadly reflective of Wikipedians’
perspectives, while also capturing ambiguity and disagreement
among community members. We demonstrate how the resulting
dataset can be used to investigate the relative strengths and limita-
tions of two different AI models used on Wikipedia. The dataset is
publicly available on Wikibench’s campaign page and on GitHub23.
Section 9 describes how participants used Wikibench throughout
the study, and how they collectively steered the overall data cura-
tion process, in addition to labeling and discussing individual data
points. Participants appreciated how Wikibench’s design embed-
ded seamlessly into their workflow (Section 9.1). They organically
drove the overall data curation process, beyond just labeling data
(Section 9.2) and believed that the collaborative approach supported
by Wikibench was beneficial both for dataset quality and for com-
munity building (Section 9.3).

Taken together, our findings indicate potential for the approach
embodied by Wikibench to support the curation of AI datasets that
reflect community norms and values.

8 FINDINGS: QUALITY OF THE
COMMUNITY-CURATED DATASET

A dataset curated by and for a community for the purpose of AI
evaluation should meet the following criteria, based on our design
requirements:

• Label Quality: Low-quality labels diminish overall dataset
quality [53]. From a community standpoint, we consider
high-quality primary labels as being reflective of commu-
nity values, shared understanding, and consensus. This data
criterion aligns with Design Requirements D1 and D2.

• Disagreement and Uncertainty: Meanwhile, capturing
the disagreement and uncertainty behind primary labels is
equally important, to ensure that the dataset reflects both
(1) substantive differences in perspective across individuals
and (2) inherent ambiguity of a given data point [43]. This
criterion corresponds to Design Requirement D2.

• Collaborative Labeling: Ideally, data points should be la-
beled and curated by multiple community members rather
than being dominated by just a few voices. This criterion
corresponds to Design Requirements D2, D3, and D4.

In the following subsections, we describe how the dataset curated
through Wikibench aligns with the criteria above (Section 8.1) and
showcase how the dataset can be used by comparing the commu-
nity alignment of two AI models currently deployed on Wikipedia
(Section 8.2).

8.1 Dataset Quality
8.1.1 Label Quality: Wikibench’s labels reflect consensus
among a broader set of community members. To understand

23https://github.com/tskuo/Wikibench

Figure 8: Counts of labels generated through Wikilabels ver-
sus Wikibench that align with validation study participants’
consensus.

whether Wikibench helped curate primary labels that better reflect
community consensus, compared with Wikilabels, we examined
results of the validation study (Section 6.2). In this study, a set
of participants who had not participated in the field study were
shown a sample of 33 edits where Wikilabels and Wikibench’s
labels differed in edit damage (27 edits) and/or user intent (18 edits).
Participants in the validation study collectively labeled edits anew
through Wikipedia’s standard consensus-building process, without
knowledge of the labels each edit had received previously through
either Wikilabels or Wikibench. Figure 8 shows the counts of labels
generated through Wikilabels versus Wikibench that align with the
labels produced in the validation study. As shown, compared with
labels generated through Wikilabels, Wikibench’s primary labels
tend to align with the consensus labels generated in the validation
study. In exit interviews, field study participants also expressed a
belief that Wikibench’s collaborative approach would better reflect
broader community perspectives: “I believe that you’re getting more
of an overall viewpoint from the community itself, whereas that may
not have always been the case for Wikilabels” (P10).

8.1.2 Disagreement and Uncertainty: Wikibench captures
ambiguity and differences of perspective. In addition to the
primary labels, Wikibench is designed to capture disagreement and
uncertainty that may underlie these collectively-determined labels
by allowing each person to provide unique individual labels repre-
senting their personal perspective, along with their self-reported
confidence. In line with prior research, we use these signals to
distinguish between ambiguity and genuine differences in perspec-
tive [16, 43]. Figure 9 shows edits that have multiple individual
labels, plotted by labeler disagreement and confidence. For a given
edit, overall confidence is measured by the proportion of individual
labels that specify low confidence. Disagreement across individual
labels is measured as the standard deviation of encoded individual
labels, with -1 for damaging and 1 for non-damaging, and likewise
for user intent24.
24We experimented with various metrics [59] and chose standard deviation for sim-
plicity. All resulting charts, measured by different metrics, closely resemble Figure 9.

https://github.com/tskuo/Wikibench
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Figure 9: Edits with multiple individual labels, plotted by
labeler disagreement (the standard deviation of individual
labels) and confidence (the percentage of individual labels
submitted with “low confidence”).

As shown in Figure 9, the dataset curated in our field study
captures a range of qualitatively distinct cases, represented by the
four corners of the plot. The majority of edits fall in the lower-left
corner, with low disagreement and high confidence. These can be
interpreted as clearer-cut cases, where labelers tend to agree with
high confidence. Edits toward the upper-right of this figure are ones
with high disagreement with low confidence. These edits may be a
consequence of inherent ambiguity regarding what label an edit
should be assigned. By contrast, edits toward the lower-right of this
figure are ones with high disagreement with high confidence. These
edits are more likely to represent genuine differences in per-
spective among community members. For example, one of these
edits25 is a case that divides a wiki link. While some participants
argued that the edit is damaging as it violates Wikipedia’s style
guidelines26, others argued in the opposite direction, noting that
the edit improved readability and that the style guideline is not
strictly mandatory. In exit interviews, participants expressed that
Wikibench was helpful in facilitating measured discussions even in
cases where community members held strong opposing viewpoints:
“I was able to explain my rationale on the talk page. [...] I think that
helped to make sure everyone’s view was properly considered” (P12).
Finally, edits in the upper-left corner are ones with low disagreement
and low confidence. These edits may represent agreed-upon edge
cases: cases that are more ambiguous, but where community mem-
bers nonetheless tend to agree. To better communicate about and
capture cases like these through Wikibench, participants expressed
desires for a means to explicitly indicate their collective confidence
(or lack thereof) on a given edit: “I think in some cases, we do want
to tag it as low confidence because even after discussion we’re not
100% sure” (P9).

8.1.3 Collaborative Labeling: Most data points are labeled
by multiple community members. To understand how effective
Wikibench is in directing multiple labelers to edits, we examine
25https://enwp.org/Special:Diff/1163519177/1163595999
26https://enwp.org/WP:SEAOFBLUE

Figure 10: The count of edits with different numbers of in-
dividual labels received. Bar color denotes whether an edit
was added to the dataset when all participants were active or
after participant drop-off following exit interviews.

Figure 11: The number of labels contributed by each partici-
pant in the field study (bar heights), and the channels they
used for contribution (colors). The upper and lower stacked
bars denote plug-in and entity page, respectively.

the number of individual labels each edit received during our field
study. As indicated by the blue bars in Figure 10, among the edits
added to the dataset during the week when all participants were
active, the majority (79%) received labels from at least two individ-
uals. Even when considering the full set of edits, including those
added to the dataset after participants began dropping off following
exit interviews, over half (57%) received labels from at least two
individuals.

All participants submitted labels that exceeded the minimum
participation requirements, with no one strongly dominating label
contributions. Participants were asked to submit at least 10 labels
per day for up to 5 days. Figure 11 shows the number of labels
each participant submitted. All participants surpassed the mini-
mum requirement of 50 labels, with half of them contributing over
triple this amount. Furthermore, as shown in Figure 11, participants

https://enwp.org/Special:Diff/1163519177/1163595999
https://enwp.org/WP:SEAOFBLUE
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not only submitted labels using the plug-in during their regular
patrolling activities but also contributed substantially via entity
pages. Although we had asked participants to engage in at least
three daily discussions on the campaign or entity talk pages, the
observation that they also actively contributed many labels outside
of their usual workflow suggests that they were highly engaged
in the process, and may have been intrinsically motivated to con-
tribute. This is corroborated by participants’ comments in their exit
interviews: “I’m quite unsure about my [patrolling] decision some-
times, so it is good to have someone more experienced talk through
why they concluded differently from me [...] It’s very enlightening,
this [study]” (P11). In a longer-term deployment, these kinds of
intrinsic motivations could play a pivotal role in promoting broader,
sustained participation.

8.2 Potential for Use in AI Evaluation
While Wikibench’s current interface primarily supports data cura-
tion, we are interested in understanding the potential of resulting
datasets to support more informative AI evaluations downstream. In
this section, we demonstrate how the dataset generated in our study
can be used to compare two AI models for counter-vandalism de-
ployed onWikipedia (Section 8.2.1). Participants found these model
comparisons informative and saw opportunities for the design of
community-facing visualization and analysis tools to support such
evaluations (Section 8.2.2).

8.2.1 Wikibench’s dataset can help in understanding AI
models’ alignment with community perspectives. To show-
case the potential of Wikibench datasets for use in AI evaluation,
we used the dataset from the current study to evaluate the com-
munity alignment of two AI models deployed on Wikipedia for
counter-vandalism. The first model is ORES, an AI system used
extensively on Wikipedia for detecting damaging edits27. The sec-
ond is the Revert-Risk model28, which was recently developed by
the Wikimedia Foundation to replace ORES. In contrast to ORES,
which is trained on explicit labels of edit damage and user intent
from Wikipedians, the new Revert-Risk model is trained solely on
historical trace data. Specifically, the Revert-Risk model uses an
edit’s revert history on Wikipedia as ground truth for training and
predicts the probability of an edit getting reverted. Although edits
may be reverted onWikipedia for a variety of reasons, beyond being
damaging to articles [63], the Revert-Risk model’s documentation29
states “the idea with Revert-Risk model is to use [edit] reverts as ‘im-
plicit annotations’ [...] If we consider [ORES’s] model as prediction for
reverts, Revert-Risk is outperforming ORES in almost all scenarios.”
Here, we present an alternative perspective made possible by a
community-curated evaluation dataset.

We evaluated each model on Wikibench’s dataset to examine
their relative alignment with community perspectives. Given that
the Revert-Risk model is meant to replace ORES in identifying
damaging edits for counter-vandalism, we used the edit damage
label in Wikbench’s dataset to evaluate both models. Figure 12
shows the ROC curves of ORES and Revert-Risk models evaluated

27https://www.mediawiki.org/wiki/ORES#Edit_quality
28https://meta.wikimedia.org/wiki/Machine_learning_models/Proposed/Language-
agnostic_revert_risk
29https://wikitech.wikimedia.org/wiki/ORES

Figure 12: The ROC curves of ORES and Revert-Risk models
evaluated on Wikibench’s dataset. The AUC scores of ORES
and Revert-Risk are 0.84 and 0.79, respectively.

on Wikibench’s dataset. The AUC score of ORES and Revert-Risk is
0.84 and 0.79, respectively, showing that ORES performs better than
Revert-Risk based on a dataset curated by community members.
This result contrasts with the development team’s evaluation on
trace data, which had shown the opposite trend. This provides
preliminary evidence that ORES’s behavior aligns more closely with
how our participants believe decisions should be made, compared
with the Revert-Risk model.

Based on the evaluation results, we can further visualize the dif-
ferences between the two AI models’ predictions and Wikibench’s
primary labels, as shown in Figure 13. Each dot represents an edit
in Wikibench’s dataset encoded using a feature embedding30, then
projected onto a 2D space through t-SNE [91], and color-coded
according to Wikibench’s primary labels. The two lines, serving
as decision boundaries for demonstrative purposes, are plotted us-
ing SVMs [15] based on the respective predictions of the two AI
models. The prediction thresholds for ORES and Revert-Risk are
0.3810 and 0.6513, respectively, which were selected to maximize
their prediction accuracy. Edits predicted by the model with a prob-
ability above the threshold are categorized as damaging. Figure 13
shows that the Revert-Risk model is more likely to incorrectly flag
non-damaging edits. This result is likely because Revert-Risk is
trained on trace data (an edit’s revert history) rather than explicit
labels, increasing the likelihood of incorrectly flagging types of ed-
its that may have historically been reverted for reasons other than
being damaging. For instance, in one case, both our participants and
ORES considered an edit31 non-damaging, whereas the Revert-Risk
model predicted the opposite. Interestingly, the edit was eventually
reverted, as predicted by Revert-Risk, but not for causing damage
to the article. Instead, it resulted from an edit war, in which this edit
was actually countering vandalism but was repeatedly reverted by
the vandaliser. In this case, using Revert-Risk to identify vandalism
might mistakenly flag edits that are actually combating vandalism,
counter to its original purpose.

30https://www.mediawiki.org/wiki/ORES/Feature_injection
31https://enwp.org/Special:Diff/1163324435/1163324481
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Figure 13: Edits from Wikibench’s dataset projected onto
a 2D space, along with decision boundaries visualized by
training an SVM using the predictions from two AI models.
The arrows indicate the direction in which SVMs predict
damaging. As shown, the Revert-Risk model is more likely
to incorrectly flag non-damaging edits.

Overall, this analysis showcases the potential of Wikibench’s
dataset for use in AI evaluation. It highlights the unique value of
community-curated evaluation datasets, which may help identify
misalignments between community perspectives and AI behaviors
that would otherwise be overlooked in the development process.

8.2.2 Participants believe Wikibench’s dataset can help the
community understand gaps between their collective values
and AI models’ predictions. As mentioned in Section 6.1.1, dur-
ing the exit interview we randomly selected edits fromWikibench’s
dataset and presented participants with both ORES’s and Revert-
Risk’s predictions. Participants shared that “it allows us to easily
compare what Wikipedians believe vs what the AI believes. Using this
data, we can find patterns of mistakes of AI models” (P1). Through
these comparisons, participants also gained a better understanding
of which cases may be difficult for an AI model and why: “Three peo-
ple labeled it as damaging with low confidence, which might be why
it wasn’t picked up by the AI as well” (P9). Participants recognized
the dataset’s potential to help their community evaluate among
AI models: “It would serve as a good benchmark for different tools,
[... and] for whatever models that people come up with afterwards”
(P8). Finally, participants saw opportunities for community-facing
visualization or analysis tools to help community members conduct
more systematic comparisons: “It will be really interesting if you
compare these two samples, you can [visualize] nice charts [to show]
how they look like” (P7).

9 FINDINGS: HOWWIKIPEDIANS USE
WIKIBENCH

In this section we present results from our analyses of interviews
with participants to better understand their usage of Wikibench,
their perceptions of how well our design requirements are ful-
filled, and their visions for opportunities to improve Wikibench.
We first discuss participant’s perceptions of howWikibench fits into

Wikipedia’s existing workflows and norms (Section 9.1). By cross-
referencing participants’ interview feedback and conversations on
talk pages, we then highlight three cases where Wikibench’s ap-
proach provided the community with the agency to drive the overall
data curation process, beyond labeling individual edits (Section 9.2).
We conclude this section by offering further insights into the ways
participants useWikibench for collaborative data curation and their
suggestions for future improvements to the system (Section 9.3).

9.1 Data Curation within Wikipedians’ Existing
Workflows
“I would say it’s almost like it was built-in [...] It was
meant to be there” (P10).

Compared to Wikilabels, participants find Wikibench much easier
to use because it is embedded into their existing workflow: “I think
that Wikibench is currently the best way to achieve this because if
you still use the old labeling options you lose a lot of time to even to
login and try to work with the old interface just to label some edits”
(P7). Participants also shared that they felt comfortable editing
labels and engaging in discussions because Wikibench followed
Wikipedia’s established norms: “that creates a lot of comfort, because
for me, I was navigating something that I knew very well. I know
how discussions work on Wikipedia. I know what to expect. I know
what’s considered appropriate and what isn’t. So I think it’s really,
really good” (P6). For similar reasons, participants appreciated that
in Wikibench’s design, primary labels are established based on
consensus rather than a majority vote: “That is the core of decision
making on Wikipedia. [...] I think it’s smart that the primary label is
not automatically [set as] the majority” (P3).

9.2 Community Agency over the Data Curation
Process

Wikibench was designed to empower communities to drive the
data curation process, beyond labeling. This section showcases
three examples where participants organically shaped the overall
data curation process through Wikibench, by (1) refining the label
definitions, (2) determining data inclusion criteria, and (3) authoring
a data statement.

9.2.1 Participants revised label definitions to better capture
emerging nuances and community norms. Unexpectedly, early
in our field study, participants organically identified a need for bet-
ter label definitions to guide subsequent data labeling and curation.
The discussion started from an edit32 that added more wiki links
to an already overlinked article. P3 and P4 submitted opposite la-
bels for edit damage, which attracted P2, P5, P6, and P8, from the
campaign page. P6 noted: “overlinking is damaging for legibility,
especially in this section that’s already 80% wikilinks.” Meanwhile,
P5 noted: “overlinking, yes, but that’s not really damaging the article.”
With these differing points of view, P2 initiated a discussion on the
entity talk page where five participants responded. Even though
participants, such as P3, replied on the talk page that they believed
“a healthy amount of differences of opinion (in the right places!) is the
foundation of establishing positive consensus,” they found it critical
to have a clear label definition as a baseline to build upon. Given
32https://enwp.org/Special:Diff/719347634/719359416
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Figure 14: An abridged screenshot of the campaign-level talk page where participants organically discussed and revised label
definitions.

that general questions about label definitions went beyond the dis-
cussion about an individual edit, P5 initiated a discussion on the
campaign talk page named “What means ‘damaging’/‘not damag-
ing’ in general?” (see Figure 14). Following a series of discussions,
participants edited the campaign page to update the original label
definition we provided:

Edit damage: The edit damage label indicateswhether
this edit causes damage to the article or not.
User intent: The user intent label indicates whether
the edit was saved in good or bad faith.

into the new label definition that better captures the nuance and
community norms:

Edit damage: An edit is considered constructivewhen
the post-edit revision is better than the pre-edit re-
vision. For the purposes of evaluating edit damage,
edits are not evaluated against what else could have
been done to improve the article. “Not damaging” is a
soft default; if an edit makes the article neither better
nor worse at all, it is not damaging. Label data should
still be provided in cases where edit damage depends
on external factors. For example, an edit which intro-
duces verifiably false information with appropriate

style and formatting should be labelled as damaging.
User intent: An edit is considered “good faith” when
it is reasonably plausible that the editor’s intention
was to improve the article; per WP:AGF33, good faith
is the default until there is a concrete reason to sus-
pect bad faith. Not all damaging edits are made in bad
faith.

9.2.2 Participants defined inclusion criteria to ensure data
was accessible by the full community. Midway through the
study, participants found that some labeled edits were only visible
to Wikipedia administrators. In response, they collectively decided
to remove these edits from the dataset. It began when P4, P6, P9,
and P10 each came across some entity pages where the edits were
hidden from public view by Wikipedia administrators after being
labeled. Even though these hidden edits, also known as revdel on
Wikipedia34, were still visible to some participants with adminis-
trator rights, P9 initiated a discussion on an entity talk page. P10
noticed this wasn’t a one-time incident and raised the issue on the
campaign talk page by creating a discussion topic “How to han-
dle diffs that have since been revdel’d?” While some participants
33https://enwp.org/WP:AGF
34https://enwp.org/WP:REVDEL
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wondered if “labeling them as damaging or bad faith in Wikibench”
(P8) would make sense, others argued “it might be better to have
the dataset used for training and evaluating AI be entirely transpar-
ent” (P6). Following discussions, participants collectively decided
to exclude these edits from the dataset. P4, a participant with the
administrator rights, volunteered to make an update so that Wik-
ibench would no longer include these entity pages in the table on
the campaign page given their updated prefix. Participants also
added a new section on the campaign page named “Entity pages
on revdel’ed edits,” where they compiled a list of archived entity
pages and provided instructions for people to report here when
encountering other such edits.

9.2.3 Participants authored a data statement to specify ap-
propriate usage of the evaluation dataset. During the field
study, participants recognized that the resulting dataset likelywould
not align with the natural distribution of edits on Wikipedia. Given
the observation, some participants raised the question on the cam-
paign talk page: “I wonder how useful this dataset will be for training
and evaluating AI given that it does not accurately represent the total-
ity of edits on Wikipedia. [...] For example, damaging and bad-faith
edits are significantly overrepresented” (P6). After we explained the
potential use participants added the following data statement to
clarify the usage of the evaluation dataset, preventing misuse by
those unfamiliar with Wikipedia’s context.

Data statement: There is a local consensus that on-
wiki use of the data acquired through this campaign
should be limited to the immediate scope of Wik-
ibench. A strong consensus should be established
prior to any on-wiki use outside this research project.
The data acquired as part of this campaign is not in-
tended for other uses and may be inappropriate or
unsuitable for many purposes. In particular, it is not
a representative sample of edits made to the English
Wikipedia, nor is it intended as such.

9.3 Collaborative Data Labeling
Participants appreciated Wikibench’s collaborative approach to
data labeling because it allowed contributors with complementary
perspectives to build consensus and a stronger community. Partic-
ipants found that Wikibench’s campaign and entity pages facili-
tate collaborative data labeling by quickly pinpointing edits where
more labels or discussions could be valuable. They also perceived
Wikibench as effective in surfacing disagreements and facilitat-
ing consensus-building. In each area, participants also envisioned
various opportunities to make Wikibench more effective.

9.3.1 Participants preferWikibench’s collaborative approach
to data labeling. Participants found Wikibench enabled contribu-
tors with diverse and complementary expertise to discuss and reach
a consensus on the final labels: “It’s very useful to have editors with
different areas of expertise within Wikipedia working together. [...] In
the end, this supports getting better data” (P6). This is particularly
relevant for P6, while reviewing an edit35 about a coffee produced in
Southeast Asia, initially found the primary label confusing: “Adding
this image seems fine to me. Damaging? Why?” After reading P4’s
35https://enwp.org/Special:Diff/1128051255/1163570328

note, a participant from Singapore, P6 agreed with the label: “Copy-
right? Oh, okay, this would be very difficult to investigate properly.
It is a copyright violation because it has a company logo.” Without
P4’s local knowledge, P6 would have missed the copyright violation
and labeled the edit as not damaging. Participants find these notes
and discussions facilitated by Wikibench helpful because it allows
them to learn new things from others: “This allows me to discover
things I might not have thought of” (P1). They also find these dis-
cussions help the community collectively reflect on their patrolling
standards: “It allows the community to establish better consensus as
to what typically should be reverted and what might require more
care” (P3). In turn, they believe these interactions could help build
a stronger community: “I haven’t really talked to many of the other
patrollers before this project. For people who are interested in a tighter
community, Wikibench would be absolutely a great option” (P11).

9.3.2 Participants find Wikibench helpful in quickly identi-
fying editswheremore labels or discussion could be valuable.
For example, some participants found the campaign page helpful
in identifying edits with fewer labels to ensure that edits are collab-
oratively labeled: “I try to work on those which were alone because I
previously complained about that the previous system allowed only
one person to evaluate.” (P7). Some participants were particularly
interested in checking edits with high disagreements and helping
build consensus: “I’m very interested in seeing where people differ.
[...] I wanted to build consensus, or at least to try” (P11). Given the
desire to more effectively locate edits for contribution, participants
suggested: “Maybe you can add a label ‘discussion: no/yes’ to the
big table so you can see where is a discussion and join there. The
disagreement is a good way to find discussions, but isn’t perfect” (P5).

Once participants located an edit and opened its entity page,
participants found the entity page provided an at-a-glance overview
that helped quickly understand the current level of disagreement:
“You can see the colors and see one damaging, one not damaging low
confidence, [...] The preview was really good to see” (P5). Another
participant echoed: “Wikibench’s feature of showing exactly where
different editors align, and that one user cannot force the primary
label, helped to facilitate discussions” (P12). When deeper discussion
was needed, participants found the talk page helpful: “If I still have
a question, I can open the talk page” (P5). However, a participant also
expresses concern that the transparent labeler information might
affect people’s judgment in undesirable ways, in some cases: “If it
wasn’t transparent, you wouldn’t know who did the labeling. [...] But
on the other hand, if the quotation marks ‘big guys’ go on that way,
then maybe the small guys will follow” (P7).

9.3.3 Participants find Wikibench effective in surfacing dis-
agreements and facilitating consensus-building. Participants
perceived that discussions on Wikibench were typically sparked by
disagreements, but concluded with a shared consensus: “Most of the
time, one of me or the other one says: Okay, I think you have the better
argument, and I’m switching to your position, or it’s okay for me”
(P5). Even when people hold strong opposing opinions, participants
foundWikibench helpful in facilitatingmore productive discussions
and avoiding emotionally charged confrontations: “Wikibench pro-
vides an avenue for people to calmly discuss stuff because it’s nothing
personal” (P4). Participants also shared that they adopted different
strategies for consensus building, with some followed Wikibench’s

https://enwp.org/Special:Diff/1128051255/1163570328
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nudge to boldly edit primary labels: “I changed the primary label
before I actually brought up the point, just mostly so I can actually get
the person’s attention” (P11). Meanwhile, some participants prefer
to initiate a discussion and wait for consensus to form first: “’I
might change it if I think the other editor has made a mistake, rather
than made a decision that I disagree with. If it’s a disagreement, we
let consensus form first’ (P8). Overall, participants appreciated the
design where the primary label was not the majority vote but could
be edited by anyone: “I like being able to edit the primary label to
help better reflect community consensus. I find the warning helpful
as it reminds users that even when being bold, your changes should
reflect community consensus, not your personal opinions” (P1).

9.3.4 Participants see value in the openness of Wikibench’s
datasets. Similar to Wikipedia articles, Wikibench’s dataset is not
owned by specific individuals but is open to the public. Participants
appreciated the openness of Wikibench’s dataset, and emphasized
that data transparency is essential for the evaluation results to be
trustworthy: “These tools do so much. They’re very highly trusted. [...]
If we’re evaluating that kind of tool, there needs to be an additional
level of trust for the dataset we’re using to do that” (P6).

10 DISCUSSION
As AI tools are increasingly developed for community contexts, it is
critical to ensure that they are aligned with community needs and
values. In this paper, we introduceWikibench, a system that enables
community members to collectively curate evaluation datasets for
AI tools that will be used in their communities. We conducted a
field study on Wikipedia to understand how a real-world com-
munity might use Wikibench in practice. Overall, we found that
Wikipedians’ use of Wikibench yielded labels that are reflective of
consensus among a broader range of community members, while
also capturing ambiguities and differences in perspective among
community members (Section 8.1). We find promising evidence of
the utility of Wikibench’s community-curated datasets in under-
standing areas of alignment and misalignment with community
perspectives (Section 8.2). Finally, we present examples of how
community members use Wikibench to shape the overall data cu-
ration process, and discuss their experiences using the system for
data labeling and curation (Section 9). In this section, we highlight
key takeaways and propose future directions for HCI systems that
support community-driven data curation and AI evaluation.

10.1 Supporting Community-Driven Data
Curation beyond Wikipedia

As the largest, most successful platform for collective knowledge-
building and curation, we believe there is much to learn from
Wikipedia for the design of effective community-driven data cura-
tion processes. Given thatWikibenchwas designed aroundWikipedia’s
processes and norms, we anticipate that several aspects of Wik-
ibench’s design may be useful for community-driven data curation
in other contexts. In particular, we expect that the four design
requirements discussed in Section 4 are broadly relevant for the de-
sign of tools intended to support community-driven data curation.
We also expect that the overall workflow embodied by Wikibench
(Figure 2) will be generalizable to other community platforms, par-
ticularly those operating within the middle level of a multi-level

governance structure [56], such as subreddits, Facebook Groups,
Mastodon Nodes, other Wikipedia language editions, and more.

At the same time, we expect that the specific implementation of
Wikibench’s plug-in, entity page, and campaign page will require
careful adaptation to align with the established norms of other com-
munities. For example, imagine a subreddit community interested
in adaptingWikibench to curate posts as data points and labels indi-
cating whether a given post ought to be flagged for removal. In this
context, integrating the data curation process into existing work
practices (D3), would likely mean tailoring the specific implemen-
tation of a plug-in to fit the workflow of the “Knights of New”36 on
Reddit [41, 70]. Similarly, to encourage deliberation (D2), the entity
and campaign page would likely need to be adapted to better align
with existing collaboration and consensus-building processes on
Reddit [14]. The system may also need to incorporate the commu-
nity’s established norms (D1) for safeguarding against bad actors.
On Wikipedia, this may mean restricting access to Wikibench to
registered users, whereas on Reddit this may mean considering a
Reddit user’s karma scores37. Future research should investigate
how systems for community-driven data curation can be designed
for use by other communities outside of Wikipedia, and what mech-
anisms in Wikibench’s current design are most readily transferable
across community contexts.

10.2 Balancing Costs and Benefits in
Community-Driven Data Curation

Prior approaches to account for annotator disagreements tend to
handle disagreements post-hoc, after individual labels have been
gathered [4, 20, 26, 42, 93], instead of facilitating discussion and
deliberation among annotators. By contrast, Wikibench provides
community members the agency to navigate and resolve disagree-
ments, leading to various benefits that would not be achievable
by algorithmic methods alone. For example, discussions among
community members can help resolve ambiguities in labeling, fa-
cilitate consensus building, and promote collective reflection on
community standards, as discussed in Section 9.3. However, given
that community members will generally have limited time and at-
tention to contribute to the curation of AI datasets, further research
is needed to find the right balance between community agency over
curation processes, on the one hand, and time and labor efficiency
on the other. The current version of Wikibench aims to make more
effective use of community members’ time by embedding the plug-
in within their everyday workflows (D3) instead of asking them to
use Wikilabels just for labeling. Wikibench also automatically sur-
faces edits that may benefit most from additional attention on the
campaign page. Future research could explore ways to better opti-
mize the use of community members’ time, such as algorithmically
prioritizing data points that are predicted as more likely to prompt
disagreements for community discussions [6]. Relatedly, future re-
search could investigate when the benefits of further community
engagement in data curation becomes marginal, as the number of
participants and contributions increase.

36A group of volunteers that review new posts instead of already popular posts.
37A score representing the positive social signals that a user’s activity (e.g., posts and
comments) has received.
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10.3 Advancing Pluralistic Approaches to AI
Evaluation

Our demonstration ofWikibench’s use to compare different AI mod-
els’ community alignment employed the primary labels collected
through Wikibench in our field study. However, a major strength of
Wikibench’s community-curated datasets is their ability to capture
additional signals such as ambiguity in labeling and differences
in perspective among community members. Recent research has
suggested the benefits of evaluating AI models using datasets that
reflect diverse perspectives, with multiple labelers per data point
(e.g., [16, 42–44, 60]). Where disagreements arise, these may rep-
resent ambiguity inherent to an edit or noise in labeling, or they
may signal genuine differences in perspective among subgroups
of a community whose voices deserve consideration. Wikibench
datasets record signals to help AI evaluators tease apart these possi-
bilities, which can support more nuanced and pluralistic analyses of
AI models’ community alignment. The development of evaluation
methods and workflows to support more pluralistic approaches
to AI evaluation is an emerging area of research [12, 89]. Future
research could systematically compare Wikibench’s process with
alternative approaches to handling differences in perspective for
pluralistic AI evaluation. Such comparisons could advance our un-
derstanding of trade-offs between different community-driven and
algorithmic approaches to navigating disagreements in labeling.
In turn, this may inform the development of new approaches that
integrate complementary strengths of existing methods. It is our
hope that systems for community-driven data curation can help to
accelerate progress in this area through the development of relevant
datasets [71, 78].

10.4 Designing Community-Facing Evaluation
Interfaces

WhileWikibench’s current interface primarily supports community-
driven data curation, future research should explore the design of
community-facing interfaces that empower communities to effec-
tively leverage the resulting datasets to inform decision-making
about AI design and adoption. We envision that, in more com-
plex evaluation scenarios that require caution in interpretation,
community-driven AI evaluations may sometimes be facilitated
through partnerships with technical experts [19]. Beyond support-
ing AI evaluation, our participants found value in Wikibench’s
collaborative data curation process during our field study because
it helped them to reflect, both individually and collectively, on
their edit patrolling standards. Thus, an additional promising di-
rection for future research, in the Wikipedia context and beyond,
is to explore how community-driven data curation processes can
be more explicitly designed to support such reflection. This may
include the design of interfaces that help community members
leverage community-curated datasets to reflect upon their own
decision-making—both individually and as a community—and iden-
tify potential areas for improvement (cf. [96]).

10.5 Supporting Communities in Steering
Overall Dataset Composition

The current version of Wikibench was designed to deeply embed
into communitymembers’ regular patrolling activities onWikipedia.
This “lowers the floor” of effort required to contribute to Wik-
ibench datasets. However, a consequence of this design is that
the data points included in Wikibench datasets may tend to re-
flect the distribution of edits that Wikipedians encounter while
patrolling, which are not necessarily representative of all edits
made to English Wikipedia. Indeed, as the participant-authored
data statement from our field study acknowledges, the dataset cu-
rated through this study was not intended to be representative in
this sense. This makes the dataset more useful for some evaluation
purposes than others. Future research should explore how to de-
sign mechanisms for community-driven curation that can assist
communities in steering datasets, depending on their specific goals,
toward desired distributional properties (e.g., specific notions of
representativeness, or oversampling along particular dimensions
of interest). It is possible that to some extent, this may require
community members to spend more time contributing outside of
their regular workflows. However, it may be possible to design new
mechanisms that minimize the disruption required. For example,
in the context of a community member’s regular patrolling activ-
ities on Wikipedia, a hypothetical future browser plug-in might
be designed to occasionally present edits that they would not have
otherwise encountered for labeling purposes, intended to help the
community achieve their overall distributional goals for the dataset.
We envision that, in many community contexts, decision-making
regarding the distributional properties a campaign should aim for
may benefit from accessibly-designed “explainers” that summarize
relevant consideration (cf. [64]), and/or through partnerships with
relevant technical experts [19].

10.6 Drawing Inspiration from Existing
Content Curation Mechanisms

Several of Wikibench’s AI data curation mechanisms are inspired
by existing content curation mechanisms fromWikipedia and other
online platforms. For example, Stack Overflow users can vote on
and discuss individual posts [69] or have higher-level discussions
about community norms on Meta Stack Overflow [29]. Similarly,
Wikipedians can use Wikibench to label and discuss individual data
points on entity pages or initiate higher-level conversations about
the overall data curation process on the campaign page. We see op-
portunities for future versions of Wikibench, or other community-
driven data curation platforms, to draw further inspiration from
the design of existing content curation mechanisms. For example, a
feature inspired by Reddit’s post flairs (short tags attached to each
post) [54], could be used to categorize data points and facilitate
dataset navigation (e.g., via data slices [17]). In addition, future
work in this space can take inspiration from HCI research related
to content curation. For example, recent social media research has
proposed curating content not solely based on engagement signals
such as votes but on a community’s shared visions [49] and val-
ues [57]. In the context of data curation, these ideas may inform
new approaches to the community-driven prioritization of data
points for AI evaluation.
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11 CONCLUSION
In this work, we have demonstrated the potential for new ap-
proaches to community-driven curation of AI evaluation datasets,
through the introduction of the Wikibench system and a field study
investigating its use. Our findings demonstrate that community-
driven curation on Wikibench can produce datasets that capture
community consensus, disagreement, and uncertainty, while en-
abling community members to shape the overall data curation
process. Building on this work, future research should explore the
design of tools and processes that can support community-driven
data curation across a broader range of contexts, and that can ex-
pand community agency in both the curation of datasets and their
use in evaluation.
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A STUDY DETAILS
A.1 Formative Study
As described in Section 4, we conducted semi-structured interviews
with Wikipedians who self-identified themselves with one or more
of the roles listed in Table 1. Here, we provide our interview ques-
tions for reference:

• Please describe your experience with AI tools, such as ORES,
for counter-vandalism, new page review, or other tasks on
Wikipedia.

• Please share your experience as a [participant’s role] within
your community on Wikipedia.

• How did your community make decisions about the design
and use of AI tools?

• How were you involved in this decision-making process?
• How did your community evaluate whether these AI tools
fit the community’s needs and values before or after the
deployment?

• How were you involved in the evaluation process?
• How did community members collaborate and resolve dis-
agreements during the evaluation process?

• Was the evaluation process effective or not? Why?
• Are there forms of support that would be particularly helpful
to have from your perspective as a [participant’s role]?

• Are there forms of support that would be particularly helpful
to have for the entire community?

• Did the evaluation change the community’s perception and
acceptance of AI tools? How?

• Have you ever participated in data labeling campaigns on
Wikipedia? If so, would you please describe your experience?

• Can you envision ways to better support communities in
evaluating AI tools before they are deployed to make more
informed decisions about whether or not the community
should adopt them?

A.2 Field Study
A.2.1 Exit interview questions. As described in Section 6.1.1, we
conducted an exit interview with each participant once they com-
pleted the field study to learn about their experiences and gather
feedback. Here, we provide our interview questions for reference:

• What is your overall experience using Wikibench?
• What is your best and worst experience?
• Does this process provide the community with agency over
the curation of evaluation datasets?

• How well does this process align with Wikipedian’s norms
for editing and discussion?

• Howwell doesWikibench supportWikipedians in discussing
and resolving disagreements?

• Do you feel the primary labels are the result of community
consensus?

• How do you think Wikibench could be better designed to
support consensus building?

• How well does Wikibench fit into Wikipedia’s interface and
workflow?

• How do you think Wikibench could fit better?
• Were you able to get a good overview of the data curation
progress using Wikibench?

• Do you feel Wikibench shows all the data and edits with
transparency? Is it good or bad?

• Is there anything you would like to be able to keep track of?
• How do you think we can improve Wikibench?

In addition to collecting feedback, we presented participants
with a randomly selected set of edits from Wikibench’s datasets,
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including their labels and the predictions from the ORES and Revert-
Risk models (mentioned in Section 3.1 and 8.2). Specifically, we
presented these edits in a table, with each row featuring an edit’s
ID, a link to its entity page, its primary label in Wikibench’s dataset,
and the models’ predicted probabilities of the edit being damaging
or reverted. The table displayed a random set of ten edits at a time
and resampled each time as participants reloaded their browsers.

A.2.2 Exit interview thematic analysis. In Table 3, we provide a
summary of the seven highest-level themes we identified through
a reflexive thematic analysis of the exit interviews. We also list
the sections in which each is discussed in the paper. Due to the
limitation of word counts, we do not include the 17 second-level
themes, 64 first-level themes, and 249 codes in the table.

A.3 Validation Study
A.3.1 Edit selection procedure. We selected the edits for the valida-
tion study based on a few considerations. First, these edits should
have labels from Wikilabels and Wikibench for comparison. We
achieved this by sampling existing, labeled edits from Wikilabel’s
dataset and having the field study participants provide initial la-
bels for these edits using Wikibench during onboarding sessions,
so that they would be added to Wikibench’s dataset. To ensure
participants did not focus on these edits more than they would
otherwise, they were not told that these edits would be used in a
validation study. Secondly, due to the limited onboarding time, we
asked each participant to label only a small number of edits, which
in turn limited the total number of edits we could sample from
Wikilabels’ dataset in the first place. Finally, considering the total
limit and our goal of assessing Wikibench’s label quality resulting
from participants’ navigation of consensus, disagreement, and un-
certainty, we oversampled edits that were likely to spark discussion
while also including straightforward ones that were more likely to
receive unanimous labels, as described below. Given these three
considerations, we sampled 90 edits from Wikilabels’ datasets and
had each of the 12 field study participants label a random subset
of 15 edits. This design ensured that each edit was labeled by at
least two participants, the minimum number needed to kickstart
discussion.

In order to sample 90 edits from Wikilabels’ dataset38 that were
likely to spark discussion, we first identified 4,407 edits with both
edit damage and user intent labels available in the dataset when we
conducted the study. We excluded 127 edits that were hidden from
public view by Wikipedia administrators and 18 edits that were
labeled by more than one person due to Wikilabels’ system race
conditions. Among the remaining 4,262 edits, we categorized edits
into three categories: (1) potentially ambiguous edits, (2) contested
edits, and (3) other edits (cf. [16, 43]). We considered potentially
ambiguous edits as those with the "unsure" mark specified in Wikil-
abels’ dataset. We identified contested edits as edits that had received
higher-confidence labels (i.e., without the “unsure” mark), which
were different from their actual reversion outcomes on Wikipedia
(e.g., edits labeled as damaging in Wikilabels but didn’t get reverted
on Wikipedia). Given that these were cases where twoWikipedians
had historically disagreed, we expected that these edits were ones

38https://labels.wmflabs.org/stats/enwiki/41

for which Wikipedians are more likely differ in their perspectives.
This categorization led to 365 potentially ambiguous edits, 660 con-
tested edits, and 3,237 other edits. We sampled 30 edits from each
category, resulting in 90 edits in total.

A.3.2 Participant demographics. The demographic information of
the five additional Wikipedians we recruited for the validation
study is shown in Table 4.

https://labels.wmflabs.org/stats/enwiki/41
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Table 3: The seven highest-level themes we identified through data analysis and sections where each is discussed in the paper.

Highest-Level Themes Relevant Paper Sections

Participants perceive Wikibench as effective in surfacing disagreements and facilitating the
development of a shared consensus.

8.1.1, 8.1.2, 9.3.3

Participants appreciate Wikibench’s collaborative approach to data labeling because it
allows contributors to build consensus and a stronger community.

8.1.3, 9.3.1

Participants find data produced by Wikibench helpful in understanding gaps between
different AI models’ predictions and community consensus.

8.2

Participants perceive that Wikibench’s user interface and process fit naturally into
Wikipedia’s existing interface, workflow, and community norms.

9.1

Participants perceive that Wikibench provides them with the agency to collectively shape
and reflect on the data curation process.

9.2

Participants find Wikibench’s campaign and entity pages helpful for quickly pinpointing
edits where more labels or discussions may be valuable.

9.3.2

Participants believe the transparency Wikibench provides into the data and the process by
which it is curated is essential for evaluation results to be trustworthy to the community.

9.3.4

Table 4: Validation study participant demographics, including their self-identified experience and frequency of patrolling edits,
registration year, edit count on English Wikipedia, and geographic location. A dash indicates that they chose not to provide
that information.

Participant ID Patrol Experience Patrol Frequency Registered Since Edit Count Location

V1 Years Weekly 2021 6.6k –
V2 Years Monthly 2018 10k United States
V3 Years Daily 2008 55k United States
V4 Years Weekly 2010 12k United States
V5 Months Daily 2022 20k United Kingdom
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