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Figure 1. PuPoP is a wearable pneumatic shape-proxy interface for VR capable of popping up to primitive shapes and flattening on the palm. We
demonstrate grasping emulation of picking up a virtual Lightsaber with a cylindrical PuPoP and throwing a virtual bomb with a spherical PuPoP.

ABSTRACT
The sensation of being able to feel the shape of an object
when grasping it in Virtual Reality (VR) enhances a sense of
presence and the ease of object manipulation. Though most
prior works focus on force feedback on fingers, the haptic
emulation of grasping a 3D shape requires the sensation of
touch using the entire hand. Hence, we present Pop-up Prop on
Palm (PuPoP), a light-weight pneumatic shape-proxy interface
worn on the palm that pops several airbags up with predefined
primitive shapes for grasping. When a user’s hand encounters
a virtual object, an airbag of appropriate shape, ready for
grasping, is inflated by way of the use of air pumps; the airbag
then deflates when the object is no longer in play. Since PuPoP
is a physical prop, it can provide the full sensation of touch to
enhance the sense of realism for VR object manipulation. For
this paper, we first explored the design and implementation of
PuPoP with multiple shape structures. We then conducted two
user studies to further understand its applicability. The first
study shows that, when in conflict, visual sensation tends to
dominate over touch sensation, allowing a prop with a fixed
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size to represent multiple virtual objects with similar sizes.
The second study compares PuPoP with controllers and free-
hand manipulation in two VR applications. The results suggest
that utilization of dynamically-changing PuPoP, when grasped
by users in line with the shapes of virtual objects, enhances
enjoyment and realism. We believe that PuPoP is a simple yet
effective way to convey haptic shapes in VR.
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INTRODUCTION
Direct hand manipulation is how humans interact with objects
in reality. We grasp objects and perceive their rich haptic
feedback to manipulate them [14]. For Virtual Reality (VR),
wearable haptic devices have been developed to simulate ob-
ject grasping using different mechanisms [1, 6, 37, 10, 9].
Although highly mobile, they focus on force feedback on fin-
gers to generate the feeling of firm grasping, the skin contact
sensation with the surface of objects during hand manipulation
is not provided.

To enable full grasp sensation in VR, an effective solution is to
utilize physical proxies [19, 7], i.e., offering users a physical
object similar to the virtual one. Previous research works show
that physical proxies can significantly increase the sensation
of realism [20]. However, the shape, number, and placement
of physical proxies [18, 40] depend on the given environment,
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Figure 2. PuPoP design overview (gray arrows indicate the palm direction).

and they are less mobile and responsive when compared to
wearable haptic devices.

This paper proposes the concept of a set of always-available
physical proxies for generating grasping haptic feedback in
VR. We draw inspiration from shape-changing interfaces, es-
pecially pneumatic materials [15, 38, 29]. We finally present
Pop-up Prop on Palm (PuPoP), a pneumatic shape-proxy in-
terface worn on the palm that “pops up” i.e., inflates using
air pumps to appropriate shapes in response to the content
conveyed in VR, and then entirely deflates to flat when the
virtual object is no longer in play (Figure 1). PuPoP provides
the full sensations of grasping objects as it is a physical object
acting as a prop. PuPoP is always available for use within the
entire VR interaction space because it is mounted on the palm.
PuPoP is made of light-weight material making it easy to wear
and take off. We believe that PuPoP is a simple yet effective
way to enhance the experience of object manipulation in VR.

After consideration of the basic factors of when a human being
grasps objects [27], including a power grasp or a precision
grasp, along with common VR objects held in hand, we have
designed PuPoP with foldable-structure airbags using heat-
sealed PE sheets. The airbags are able to form approximate
3D shapes (e.g., a sphere, a cylinder, or a box, etc.) and then to
collapse to a nearly flat plane. When the user is about to grasp
a virtual object, the airbag of appropriate shape is inflated by
air pumps. If the user drops the virtual object, the airbag is
deflated. To mount multiple shapes on the palm, we explore
ways of stacking the props with different shapes and sizes. To
support the pad-opposite type of grasp (e.g., grasping small
objects with fingers), we add an additional airbag to lift the
prop off the palm. Furthermore, the surfaces of the airbags are
affixed with force sensors to detect grasp. The stiffness of an
object can be emulated by controlling air flow in response to
touch pressure. Last but not least, different shapes of props
can be attached to or detached from the palm easily by hook
and loop fasteners according to VR applications. Our system
incorporates with the HTC VIVE headset and Leap Motion.

We conducted two user studies to evaluate the interface. In
the first study, we ascertain the acceptance range of the visual
sizes for props with primitive shapes. The results show that
while PuPoP consists of props with fixed sizes, it can take
advantage of the visual dominance effect to modify the per-
ceived size in VR. In the second study, we compared PuPoP
to controllers and free-hand manipulation in two VR applica-

tions. The results show that use of PuPoP in a configuration
with two sizes of spherical props significantly enhanced the
enjoyment of, and object realism in, a ball throwing and catch-
ing application. However, the results in regard to use in a
painting application, where PuPoP was configured with cylin-
drical and box-shaped props, did not surpass the performance
of controllers. Nonetheless the study’s findings indicate that
having dynamically-changing shapes in accordance with the
shapes of the virtual objects held in hand did enhance the user
experience in VR. The current implementation is limited by
inflation time and the stiffness of the props; however this could
be compensated for by appropriate VR content design.

The main contributions of this paper are:

1. The concept of a light-weight wearable Pop-up Prop on
Palm (PuPoP) apparatus with the capability of inflating and
deflating to appropriate physical 3D shapes for VR.

2. The design and implementation of a set of shape structures
for PuPoP.

3. A series of user studies to understand visual size acceptance
range of PuPoP and evaluate the interface in comparison
with controllers and free-hand manipulation in two VR
applications.

RELATED WORK

Handheld & Wearable Haptic Devices
In contrast to grounded haptic devices, handheld and wearable
haptic devices allow users to move around, expanding their
interaction space in VR. Handheld controllers are often used in
commercial VR, such as the HTC VIVE controllers; however,
they hinder users from manipulating the virtual objects directly.
NormalTouch and TextureTouch [5] are controllers that render
sensations of surface normal and textures for the fingertip.
Since they are designed for the index finger only, they do not
allow users to grasp objects.

Wearable haptic devices either emulate cutaneous feedback or
kinesthetic feedback, but none of them render both of these cat-
egories of sense feedback. Although fingertip haptic devices
can emulate cutaneous feedback of object mass, stiffness, and
friction using a skin-stretch illusion [32], they cannot emulate
the firm grasping of objects. Most haptic exoskeletons for
hands [1, 6, 37] provide kinesthetic feedback of rigid grasp-
ing using heavy mechanical structures worn on the fingers.

Session 1: Controlling and Collaborating in VR UIST 2018, October 14–17, 2018, Berlin, Germany

6



Light-weight solutions include Grabity [9], which emulates
multiple aspects of grasp between the thumb and the fingers,
and Wolverine [10], which renders sensation of 2D geometric
shapes between the fingertips. Since exoskeletons focus on
force feedback on the fingers without emulation of cutaneous
feedback for the entire hand, the sensation of skin contact with
the objects is lost.

Physical Proxy Interfaces
To enable a more natural grasp with rich haptic sensation in
VR, real-world props that are similar to the virtual objects
have been proposed as physical proxies for hand manipulation
[19] and have been shown to enhance realism [20, 7]. Passive
proxies can be prepared beforehand for specific tasks [33] or
be fabricated per specific shapes and weights [13]. Annexing
Reality [18] leverages real world surroundings to search and
map appropriate objects nearby to the virtual objects dynam-
ically. Retargeting techniques [2, 8] use visual illusions to
reuse passive objects. However, the number and placement
of passive proxies depend on the given environment, and they
are less responsive to VR content. Though Zhao, et al., [40]
demonstrates dynamic self-assembly small robotic blocks to
serve as active proxies, the shape-changing process is limited
on the table. Last but not least, since these proxies are physi-
cal objects, some manipulation such as throwing is not well
supported.

Visuo-haptic Illusion
Proxies have been shown to enhance the experiences in VR
even if they do not perfectly match the virtual objects [19, 34].
Kwon, et al., [25] studied the effect of mismatched shapes
and sizes of props on the performance of object manipula-
tion. They find that mismatched sizes only made grasping
time longer but had no significant effect on manipulation
time. Simeone, et al., [34] conducted studies to understand
which mismatched properties of an object would be more
significant to users. They found that mismatch of function,
i.e., mismatch between the affordances of physical and virtual
elements, would break the illusion; other properties such as
weight can be largely altered without losing the sense of im-
mersiveness. For objects used for wielding, weight illusion
can be leveraged to create the sensation of virtual objects with
different length [13, 39] , while a similar mechanism is used
in shape-changing mobiles [16, 17]. Inspired by prior works,
we aim to provide proxies that support different shapes for
various kinds of grasping and manipulation. Specifically, we
focus on the grasping part of virtual objects.

Pneumatic Shape-changing Interfaces
Our prototypes are mainly based on pneumatic interfaces for
its ability to dynamically change its volume while remain-
ing light-weight. Pneumatic interfaces have been introduced
into HCI as shape-changing interfaces [23, 24]. Soft materi-
als that deform and adapt to the virtual contents allow more
realistic user interfaces [21]. Harrison, et al., [15] use fabri-
cated pneumatic overlay to provide a dynamic physical user
interface on flat screens. PneUI [38] demonstrates several
prototypes rendering curvatures, volumes, and textures using
pneumatic actuation. AeroMorph [29] uses heat-sealing with a

computational fabrication technique to design 2D expandable
pneumatic structures that fold into 3D shapes, and Printflat-
ables [31] expands the technique to human-scale fabrication.
Based on this knowledge, we develop techniques to leverage
pneumatic interfaces as active shape proxies for VR.

DESIGN OBJECTIVES
We have designed PuPoP to serves as a shape-proxy interface
for VR, focusing on the following design objectives:

Wearability. The props should be light-weight and wearable
to enable always-available physical proxy interface in the VR
interactive environment. The props should be able to pop up
if needed and fold into a nearly flat surface when not needed.

Shapes for affordances. The shapes should be able to cover
common object manipulation in VR. In this work, we focus
on shapes of objects for one-handed manipulation.

Interactivity. The props should allow sensing of finger opera-
tion such as grasping. To enhance the sense of realism in VR,
emulation of certain material properties like stiffness would
be preferred.

DESIGN & IMPLEMENTATION
We describe the hardware system, the design of pneumatic
folding structures (see Figure 2 for an overview), and the
integration with VR in the following subsections.

Pneumatic Control System
The pneumatic control system includes portable air pumps
(RS-555PH-19143, DC24V, for the fast pump and Kamoer
KVP04, DC12V, for the shape-maintaining pumps), solenoid
valves (ZHV-0519, ZonHen), air pressure sensors (MIS-2500-
015G, Metrodyne Microsystems), silicone tubes, and T-shape
tube adaptors. The power consumption of our prototype is
24 W. The components are controlled through an Arduino
micro-controller and communicate through a Serial port with
a Unity 3D program that manages the VR content.

Our system allows multiple airbags to be inflated or deflated
while maintaining other airbags at a certain high or low level

Fast Pump

Inflation
Maintenance

Pump

Deflation
Maintenance
Pump

Airbag 1

Airbag 2

Inflation

Air Pressure
SensorSolenoid

Valve
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Figure 3. Airbag tubing schematics of the pneumatic control system.
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of air pressure. Each of the airbags is connected to three
subsystems: the fast pump, the inflation maintenance pump,
and the deflation maintenance pump. The switching of the
subsystem is achieved through the sensing of air pressure and
the controlling of several solenoid valves. The pneumatic
system is illustrated in Figure 3.

The fast pump subsystem consists of a large air pump to ac-
celerate the inflation and deflation. Airflow of over 12 L per
minute can be achieved. The average inflation and deflation
times of small, medium and large airbags by our PuPoP proto-
type as discussed herein are 0.9, 1.6, 2.6 seconds, respectively.
Since the air pump can only inflate in one direction, we incor-
porate two solenoid valves to switch the airflow.

For the airbag in fully inflated or deflated state, we switch its
connection to the maintenance pumps. For maintaining the
inflation of the airbags, an air pump with PWM speed control
ability is used to compensate for any small air leakage that
might happen in the system and maintain the gauge pressure
at about 28 kPa, making the airbags remain tautly inflated. For
deflation of the airbags, another air pump is used to maintain
a vacuum pressure at about 2.3 kPa so the airbags that are not
in use will stay flat.

We implemented a system that supports two channels of
airbags, though more channels could be realized with more
solenoid valves. The tubes and wires connected to the airbags
can be detached and attached easily using tube adapters and
jump wires before switching VR applications.

Identify Primitive Shapes
We first decided the primitive shapes that can cover common
scenarios of object manipulation in VR. Depending on the
grasping posture, which changes according to the task require-
ments, a grasp can be categorized into a power grasp (mostly
palm opposite) or a precision grasp (mostly pad opposite) [27].
According to a more detailed taxonomy of grasp, there are
mainly two subdivisions for each category: prismatic (wrap
symmetry, cylindrical) grasps and circular (radial symmetry,
spherical) grasps. For example, power grasps include throwing
a ball (circular type) and wielding a sword (prismatic type);
precision grasps includes picking up a small object (circu-
lar type) and holding a thin stick (prismatic type). From the
aforementioned literature, a sphere and a cylinder should be
considered as essential in order to support common object
manipulation in the real world.

To discover more primitive shapes, we look into common ob-
jects that appear in actual VR games on the market currently.
Two of our authors watched game trailers for popular VR
games on the mainstream PC game platform Steam. In total,
we watched 20 trailers (including sports games, action games,
and simulation games) and labeled all the objects that appear
being held in hand. All 111 labeled objects were then catego-
rized by approximating objects to primitive shapes. For objects
larger than hands, only the shapes in contact with hands were
considered. 44 of the objects (rackets, bottles, hammers, and
swords, etc.) can be approximated to cylinders. 11 of the
objects (balls in sports, snowballs, bombs, and grenades, etc.)
can be approximated to spheres. 27 of the objects (sandwiches,

books, milk package, and camera, etc.) can be approximated
to rectangular boxes. While other objects such as a carrot can
be approximated to a cone, a Frisbee can be approximated to
a disk, and a bowl can be approximated to a hemisphere, these
objects accounted for fewer instances of use. We also found
mechanical objects, such as scissors, malleable objects, such
as clothes and chains, and animals, such as fish and cats. These
objects can not be easily approximated to any primitive shapes.
To allow for consistency with the prior research and sufficient
variation to cover as many objects as possible, we concluded
that spheres, cylinders, and rectangular boxes are the three
most critical primitives, while cones, disks, and hemispheres
are optional.

Material & Shape Folding Structures
We aimed to design the shape-folding structures with thin and
light-weight material for wearability. Latex, as an example of
the elastic material used by Harrison, et al., [15] turns out to
be well-rounded and soft when inflated. Inspired by Sticky
Actuator [28], we utilized non-elastic PE sheets. While thicker
sheets are more robust and can withstand much higher air
pressure making the props feel more solid, thinner sheets fold
into thinner planes. Finally, we choose the 0.08 mm PE sheet
due to its durability for repetitive inflation and manipulation.
We use a heat-sealer machine (KF-200H) to manually seal the
PE sheets one edge at a time after we have cut and folded the
sheets.

The Sphere
To create a sphere with a radius r (we denote half of perimeter
as l = πr), we use a sheet with size l ×2l (see Figure 4). The
key to a good sphere is that it should expand evenly in radial
directions. We fold the sheet 16 times to allow the structure to
be evenly folded and heat-sealed at each end. While a better
sphere can be achieved by minimizing the fold width d, this
makes the folded material too thick and likely less comfortable
to wear.

Figure 4. Sphere prop folding structure illustration. a) Each end of the
material is heat-sealed after multiple folds. b) Deflated state. c) During
inflation. d) Fully inflated.

The Cylinder
To make a cylinder with a radius of r and a height of h , we
use two sheets with length h+ 2r and width l and seal each
end together (see Figure 5). We fold each end inward then
seal both sides of the cylinder. The additional r at each end
allows the airbag to expand at the top and the bottom. We keep
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the height h at about the size of palm for simulating a long
cylindrical object in grasp. Due to the top and the bottom of
the cylinder being folded and heat-sealed inward, the cylinder
can collapse to become a flat surface.

Figure 5. Cylinder prop folding structure illustration. a) Each end of the
material is folded inward and heat-sealed. b) Deflated state. c) During
inflation. d) Fully inflated.

The Box
To make a box with a width of a and a length of b, we tailor cut
material that expands the box from the top side (see Figure 6).
The width b, which is folded and collapses inward, must be
smaller than a. Since the airbags have a tendency of folding
back to its original form as when they were heat-sealed, in
order to make the side surface of the box fold inward for min-
imizing the flattened area, we fold them before heat-sealing.
Note that other shapes such as a prism can be realized through
a similar folding structure.

Figure 6. Box prop folding structure illustration. a) Top surface of the
material is folded inward before heat-sealed. b) Deflated state. c) During
inflation. d) Fully inflated.

Props on Palm
To mount the props on the palm, a fabric strap is wrapped
around the palm. The props are affixed to the strap with hook
and loop fasteners. In this way, the props can be easily attached
to or detached from the palm before switching to different VR
applications.

Prop Stacking
To have multiple props on hand for more complicated VR
applications, we explore the prop stacking technique to mount
several airbags onto the palm (see Figure 2 for prop stacking
illustration). To mount props with different shapes together,
two rules are suggested. First, props should have a similar

dimension when flattened. Second, props should be stacked in
the order of box, cylinder, and sphere, with the box prop being
the bottom-most prop on the palm. This allows each shape to
pop up while minimizing interference with the others. Props
can be stacked in an descending order of size from the palm.
In this way, when the smaller airbag is inflated, the larger
airbag will not overhang. When the larger airbag is inflated,
our deflation system maintains the deflation of the smaller
airbag flat on top of the larger airbag without any overhang.
Refer to Figure 7 for our implementation of two examples of
stacking.

Figure 7. Prop stacking. Shape stacking of a cylinder and a sphere prop:
a) Flattened state. b) Cylinder pops up. c) Sphere pops up. Size stacking
of two boxes: d) Flattened state. e) Small box pops up. f) Large box pops
up.

Prop Extension
All primitive shapes, the sphere, the cylinder, and the box, are
designed to be attached right on the palm. This only supports
the palm-opposite type of grasp. In order to support the pad-
opposite type of grasp such as grasping small objects only
with the thumb and the fingers, props need to be lifted off
the palm. We developed two kinds of support structures for
pushing the prop off the palm and up (see Figure 2 for prop
extension illustration). One is a parallel extension, which is
a smaller box airbag, that is attached to the prop to push it
into position where it can be grasped by the thumb and fingers.
Another kind is a tilt extension, which consists of a triangle
shape of an airbag to tilt the prop. This allows options such as
transforming a normal cylindrical prop into a pen that can be
held with the fingers. Refer to Figure 8 for our implementation
of two examples of prop extension.

Figure 8. Prop extension. Parallel extension: a) Extension flattened state.
b) Extension pops up. c) Holding in precision grasp. Tilt extension: d)
Extension flattened state. e) Extension pops up. f) Holding in pen-like
tripod grasp.
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Prop Sensing
We use Leap Motion for sensing hand position and orientation.
When props are not inflated, Leap Motion can track user’s
fingers; when props are inflated, we use on-prop sensors to
detect finger events.

Finger Operation
Though air pressure sensors may be used to detect hand input,
we found the air pressure changes caused by slight finger
pressing were often indistinguishable from the changes caused
by inevitable air leakage. Since our props are made of thin
and deformable plastic, flexible force-sensitive sensors (FSRs)
can be affixed to the surface of props without affecting the
props’ haptic sensation. FSRs directly detect the touch events
on the object, such as grasping and dropping, and they can
also infer how much force is applied to the object by finger
manipulation, such as pressing and squeezing. The threshold
of the force sensor is measured just once when the prop is
inflated and grasped. No further calibration is required.

Object Properties Emulation
Due to the fact that our airbags are actuated by pneumatic
pumps, material properties like stiffness and pulsation can
be emulated with the same actuation mechanism to enhance
the sense of realism in VR. Combining FSRs and pneumatic
actuation, emulation of a certain degree of stiffness is possible
by controlling the air pump according to the force applied
on the object. In this way, we can simulate objects with a
range of elasticity. Some pulsing properties of objects, such
as heartbeat, can be emulated by designing patterns of sudden
inflation to expand and shrink the prop.

Incorporation into VR
We implement the system with the HTC VIVE headset and
Leap Motion on the Unity 3D (2017.3) program, which com-
municates with the pneumatic system. We further developed
two types of grasping techniques to incorporate PuPoP into
VR:

Natural grasp. We add larger custom colliders in Unity 3D
for virtual objects so that we can detect a user’s hand when
approaching (Figure 9a). In this way, the prop can be inflated
in advance (Figure 9b), thus allowing the user to grasp the fully
inflated prop in place. As the user grasps the prop, the virtual
object will snap to the user’s virtual hand and be aligned with
the orientation of the prop (Figure 9c). To avoid inflation when
the user is not intending to grasp anything, the prop is only
inflated when the user’s hand is open.

Magic grasp. This kind of grasp is inspired by grasping a
Lightsaber in the movie Star Wars, where a Jedi summons his
Lightsaber from a distance simply by aiming an open-handed
gesture at the object. A user’s hand when open casts a ray onto
the virtual object in the scene (Figure 9d). If the ray collides
with an object for more than one second, the virtual object
will fly into the user’s hand (Figure 9e, f). In the meantime,
the airbag corresponding to the object shape will inflate. The
advantage of magic grasp is that we can ignore the orientation
of the object, that is not possible with the current design of the
props.

Figure 9. Natural grasp & Magic grasp.

DEMO APPLICATIONS
Two fantasy VR applications with different scenarios of object
manipulation have been created to demonstrate the aforemen-
tioned designs of PuPoP.

Quidditch Sports Training
We adopt the fictional sports game named Quidditch from
the Harry Potter books and create a simplified training game
(see Figure 10). This game demonstrates the feasibility for
players to throw or catch balls while wearing two spherical
props on their palms. Two props have different sizes and are
implemented with the prop stacking technique. The goal for
the players in this game is to get a high score in a limited time.
The players have two ways to score: first, they pick up one of
the three balls from the red box and throw it into one of the
hoop which is suspened from a goal post. Balls in the box are
replenished automatically whenever they are depleted. Second,
the players can catch the flying Golden Snitch to double their
current score. We adopt the natural grasp technique for this
game, where a prop is inflated or deflated when the players
approach or throw away a virtual ball, respectively. The same
technique also applies to manipulating the Golden Snitch.

Magic Brush Painting
This is a 3D drawing application demonstrating the shape-
changing ability of PuPoP (see Figure 11). A set of cylinder
and box props are mounted on the player’s palm using the prop
stacking technique. Their virtual counterparts are a magic
brush and a magic eraser, respectively. The box prop is further
implemented with the prop extension technique to support
natural manipulation (pad-opposite grasp) of the eraser. The
players use the magic brush to draw freely in the 3D space and
use the magic eraser to remove strokes drawn previously. Both
cylinder and box props are affixed with FSRs. In this way,
strokes are generated or erased only when the grasping force of
the cylinder or box prop is higher than a threshold, respectively.
The players obtain tools by magic grasp, that is, they pick up
a tool by aiming at it for one second using their palm on the
dominant hand. In the meantime, the corresponding prop is
inflated by air pumps.
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Figure 10. Quidditch Sports Training. a) Pick up a ball. b) Grasp a ball
to throw. c) Catch the Golden Snitch. d) Stacked and flattened PuPoP. e)
Large sphere for the balls. f) Small sphere for the Golden Snitch.

Figure 11. Magic Brush Painting. a) Magic grasp by aiming at the tools.
b) Paint with the magic brush. c) Erase with the magic eraser. d) Flat-
tened PuPoP for an empty hand. e) Cylinder prop for the magic brush.
f) Extended box prop for the magic eraser.

USER STUDY
We conducted two user studies to understand the applicability
of PuPoP. In the first study, we ascertain the visual size ac-
ceptance range of the primitive shapes. In the second study,
we evaluated the enhancement of enjoyment and realism by
comparing PuPoP to other existing interfaces in two demo
applications.

Study 1: Visual Size Acceptance Range
According to previous research findings [30, 3, 4], when in
conflict, visual sensation often dominates over haptic sensation
when a user is perceiving shapes and sizes. The goal of this
study is to investigate whether PuPoP could leverage visuo-
haptic illusions so that a prop with fixed size could represent
multiple virtual objects of similar sizes. We designed this
study to understand the visual size acceptance range of each
physical prop.

Experimental Design
Nine props (3 primitive shapes, each with 3 sizes) were se-
lected for the experiment. The cube was selected as represen-
tative of the box. Let R denotes the side length for cubes and
denotes the diameter for spheres and cylinders. The R’s for
the props are listed in Table 1 along with the study results.
We determined the medium size of each shape so that they
could be grasped firmly by most people. According to our
pilot study, props with a difference in R over about one cen-
timeter would be noticeable in size. As a result, R’s for the
larger and the smaller props of each shape were determined

as one centimeter above and below the R of the medium prop,
respectively.

To maintain realism during VR object manipulation, one im-
portant consideration is to make sure the visual and haptic
stimuli are “coherent” with each other. However, the sensa-
tion of coherent visual-haptic feedback could be affected by
many factors, such as colors, shapes, and texture of virtual
objects. Given the early nature of this research, we focused
on only the size of the virtual object itself, with all the other
factors excluded, including the hand image in VR. The virtual
object was mounted on the virtual palm (though not shown)
aligned with the prop mounted on the participants’ physical
palm, which was tracked by Leap Motion.

The upper and the lower bounds of the visual size acceptance
range were found using a one-up-one-down adaptive staircase
method [22]. Two staircase runs were conducted for each
prop, with one for the upper bound and the other for the
lower bound. The initial size of the virtual object was decided
with 200% and 10% of R for the upper and the lower bound
runs, respectively. The participants were asked to offer their
agreements with whether the size of the virtual object in VR
matched the size of the prop on their palms. At the beginning
of each trial, the size of a step is set to 10% of R. After the
first five reversals, the size of a step is set to 5% of R, and after
another five reversals, the size of a step is set to 2.5% of R. A
staircase run was terminated when there were five reversals
of step size equaling to 2.5% of R. The upper or the lower
bound was the mean of the sizes of the virtual object at the last
five reversals. The order of sizes for each shape was counter-
balanced between participants and the order of the upper and
the lower bound run was random. In total, there were { 3
shapes × 3 sizes × 2 bounds } trials for each participant.

Participants
Twelve paid participants (6 females and 6 males) between
the ages of 21 and 26 were recruited for this study. Half of
the participants had had experienced with VR on more than
five occasions at least, five participants had had experience of
VR only twice, and one had never worn a VR headset before.
The average hand size and palm width of the participants are
18.0 cm and 8.0 cm, respectively, while all participants are
right-handed.

Procedures
Before beginning the study, the participants were invited to
sit in a comfortable position and place their left hand on a
keyboard. To minimize the visual size distortion in VR, the
interpupillary distance (IPD) of the HTC VIVE headset was
adjusted to an average distance, 62.5 mm for females and
64.5 mm for males [11]. The researcher first assisted the
participants to put on an HTC VIVE headset then mounted
the PuPoP apparatus on their right-handed palms using a palm
strap, thusly no participants saw the actual props prior to or
during this study. The participants were asked to grasp and feel
the props freely, and then to offer their responses by pressing
the keys on the keyboard with their left hand. The props were
mounted on the participants’ palms one at a time and were
replaced by the researcher when needed. Each trial took about
two to five minutes.
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Sphere Cylinder Box

Physical Small Medium Large Small Medium Large Small Medium Large
Size 48 mm 60 mm 70 mm 28 mm 38 mm 48 mm 40 mm 51 mm 64 mm

Upper 63.2 mm 75.5 mm 95.3 mm 38.0 mm 54.4 mm 70.8 mm 59.2 mm 69.7 mm 88.7 mm
Bound (SE: 2.8 mm) (SE: 3.0 mm) (SE: 7.6 mm) (SE: 2.5 mm) (SE: 3.5 mm) (SE: 4.7 mm) (SE: 3.9 mm) (SE: 4.0 mm) (SE: 5.0 mm)

132% 126% 136% 136% 143% 148% 148% 138% 139%
Lower 46.0 mm 60.5 mm 73.4 mm 28.7 mm 42.4 mm 54.1 mm 43.7 mm 53.4 mm 68.2 mm
Bound (SE: 2.2 mm) (SE: 3.0 mm) (SE: 3.2 mm) (SE: 2.2 mm) (SE: 1.7 mm) (SE: 3.5 mm) (SE: 1.9 mm) (SE: 1.9 mm) (SE: 2.0 mm)

96% 101% 105% 102% 112% 113% 109% 102% 107%

Table 1. Study 1 Results: Visual size acceptance range of multiple pop-up props.

Results & Discussion
The visual size acceptance ranges of the 9 props are listed in
Table 1. Two observations are found from the results of this
study. The first is that most of the boundaries are overlapping
between the props with different sizes. That is, the upper
bounds of smaller props are mostly higher than the lower
bounds of the larger props. This indicates that the visual size
acceptance range of each prop with different sizes together
encompasses a complete spectrum. As a result, without the
need to mount many additional props on the palm, PuPoP has
the ability to serve as the physical counterpart of virtual objects
with sizes over a considerable range. The second observation
is that the lower and the upper bounds are on average 3.5% and
36.2% larger than the size of a physical prop. Unexpectedly,
most lower bounds are larger than the actual physical sizes
of the props. Based on an informal investigation, we found
that this may result from the position where we mounted the
props. They were not mounted on the center of the palm but
mounted a little off the center closer to the fingers. As a result,
the participants were slightly constrained to bend their fingers,
thus having an illusion that the props were larger than their
actual sizes. In this paper, all props are mounted on the same
position for comfort and ease of manipulation. The results of
this study have provided the first insights into this effect for
the design of on-body proxy interfaces. Identifying effective
design parameters is an interesting future work.

Study 2: VR Enjoyment & Object Realism
We conducted Study 2 to investigate the extent to which our
PuPoP prototypes increase the level of enjoyment and object
realism in actual VR experiences. We compared PuPoP with
two baseline interfaces: the HTC VIVE controller and the
free-hand manipulation tracked by Leap Motion. Each partici-
pant experienced the two aforementioned demo applications,
Quidditch Sports Training and Magic Brush Painting, using
the three interfaces. (In the following paragraph, we denote
the former application as Quidditch and the latter as Painting
for brevity.)

Experimental Design
The gameplay of these applications is described in prior sec-
tions of this paper. Here we focus on our considerations for
the study.

According to the conclusions of Study 1, PuPoP is able to
leverage visuo-haptic illusions such that a single prop can
represent a virtual object with a slightly larger or smaller size
within a range of acceptance. As a result, in Quidditch, four

virtual balls (three normal balls for throwing and one Golden
Snitch for catching) with different sizes were arranged while
only two sphere props served as their actual physical counter-
parts. We used a small sphere prop to represent virtual balls
with 50mm and 60mm in diameter and a large sphere prop to
represent virtual balls with 70mm and 80mm in diameter.

To maintain consistency for object manipulation across three
interfaces in Quidditch, we considered the gesture that
matched ball throwing and catching the most closely in the real
world. For the HTC VIVE controller, the balls are grasped
by holding down the grip buttons on the two sides of the
controller, and they are thrown by releasing the grip buttons
while wielding the controller. For the free-hand manipulation
tracked by Leap Motion, the balls are grasped when a grasping
gesture is detected by Leap Motion, and they are thrown when
an open-handed gesture is detected while motioning with the
hand forward. For PuPoP, the gestures are identical to the free-
hand manipulation method, while the only difference is that a
prop is inflated or deflated when a ball is grasped or thrown,
respectively. To further exclude the effect of differences in per-
formance across the interfaces due to tracking precision, we
adjusted the difficulty of the ball throwing so that an average
person may achieve a successful throw within five trials using
any of the three interfaces.

In Painting application, we designed the following methods to
maintain consistent manipulation across the three interfaces.
For the HTC VIVE controller, the strokes are generated when
holding down the grip buttons on the two sides of the con-
troller with a virtual magic brush in hand, and they are erased
when performing the same manipulation but with a virtual
eraser in hand. For the free-hand manipulation, the strokes
are generated or erased when performing a grasping gesture
with a virtual magic brush or eraser in hand, respectively. For
PuPoP, the strokes are generated or erased when FSRs on
the cylinder or the box props received a force over a certain
threshold, respectively. To exclude the effect of tracking preci-
sion, we downsampled the tracking positions when drawing
strokes in the air, thus the drawing results looked similar for
all interfaces.

Hand modules are rendered in both Quidditch and Painting ap-
plications. For the free-hand manipulation and PuPoP, tracked
hands are rendered using the Leap Motion hand module with
an average palm width of 8.5 cm. An identical hand module is
employed for controllers but with only two predefined hand
postures (an open-handed or a grasping posture) switched by
triggering the grip buttons.
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Figure 12. Study 2 results for the Quidditch application.

Participants
Twelve paid participants (6 females and 6 males) between the
ages of 21 and 26 took part. Most of the participants had had
low experience with VR technologies and two had had none
whatsoever. The average hand size and palm width of the
participants are 17.5 cm and 8.2 cm, respectively, while two
of the participants are left-handed.

Procedures
At the beginning of the study, the participants were instructed
to stand in a comfortable position. The researcher then as-
sisted the participants to put on an HTC VIVE headset and a
headphone. The experiment consists of three sessions. Dur-
ing each session, the participants experience two applications
(Quidditch first, then Painting) with one of the three interfaces
while the order of the interfaces are counter-balanced. Note
that for the PuPoP session, the device is placed on the dom-
inant hand of the participants after they had already put on
their VR headset; thus no participants saw the PuPoP prior to
or during this study. For Quidditch, the participants are asked
to throw balls into the hoop of a goal post and catch the flying
Golden Snitch. We ensured that in this instance all participants
performed at least five successful throws. For Painting, the
participants are asked to draw with a magic brush freely and
erase the drawings with an eraser. We ensured that all partici-
pants successfully switched tools to draw and erase strokes for
at least five times. Each session took about 10 to 15 minutes.
At the end of the study, the participants are asked to rate their
agreements with statements addressing their experience of en-
joyment and object realism for each interface condition using
a continuous 7-point Likert scale. An interview was conducted
to collect qualitative feedback.

Results & Discussion
For each application, we conducted repeated-measures one-
way ANOVA analysis on both enjoyment and object realism,
in which the independent variables are the three interfaces.
The results of these analyses in regard to the Quidditch and
Painting applications are shown in Figure 12 and Figure 13,
respectively.

The results of the analysis in regard to Quidditch offer two
insights. The first is that the participants using PuPoP reported
significantly higher enjoyment than when using the VIVE

Figure 13. Study 2 results for the Painting application.

controller (p<0.01) or the free-hand manipulation method
(p<0.05). They also reported significantly higher object real-
ism when using PuPoP than the VIVE controller (p<0.0001)
or free-hand manipulation (p<0.0001). In post-experience
interviews, the participants reported that grasping a ball is real-
istic when using PuPoP. Though some participants complained
about the inflation time that slowed down the interaction for
larger balls, most of them found that their enjoyment of the ex-
perience was enhanced due to increased realism. Interestingly,
most participants are surprised when they caught and actually
felt the Golden Snitch when using PuPoP. However, such feed-
back was not indicated by the statements of the participants
when using other interfaces. The second insight is that there
is no significant difference found between the controllers and
free-hand manipulation in regard to both enjoyment and ob-
ject realism. The participants reported that although holding
a controller is better than holding nothing, not being able to
throw the controller broke the immersiveness of the experience
of throwing a ball. Also, some participants reported that the
grasping postures are different for use when comparing PuPoP
with the VIVE controller. They reported that throwing a ball
using a controller feels like wielding a racket, which is con-
sidered less realistic. For free-hand manipulation, though the
participants grasped nothing physically, they reported being
able to grasp and throw the virtual ball with a natural hand
posture, making them believe that they were actually throwing
a real ball. However, without haptic sensation, the participants
often felt confused whether they had successfully grasped
or released the balls. Also, they reported that seeing a hand
passing through a visual ball broke their sense of realism. In
this application, PuPoP provides natural grasping along with
approximate physical shape feedback, making the scores of
enjoyment and object realism higher. All participants believe
that there are multiple props with different sizes on their palm
when using PuPoP, except that one participant realized that
there are actually only two props that are used. Others believe
that there are at least three props on their palms. This validates
the conclusion of Study 1 that PuPoP can leverage visuo-haptic
illusion in VR to alter the perceived size of physical props.

We found two observations from the results in regard to Paint-
ing application. First, PuPoP (p<0.01) and the VIVE controller
(p<0.01) both received significantly higher scores than free-
hand manipulation for object realism; however, there was no
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significant difference in regard to perceived object realism
when compring PuPoP and the VIVE controller. Based on
the post-experience interviews, we believe that there are dif-
ferent reasons for the perceived object realism using PuPoP
and that perceived using the VIVE controller. PuPoP has the
capability of changing from a cylinder-shape brush to a box-
shape eraser in this application, a fact that most participants
noticed as a difference. However, participants complained
that the brush felt too soft to be real, while the controller
provided a more rigid feeling that matched their expectation
of a real brush. Nonetheless, some participants favored the
realism of the eraser due to its perceived softness and grasping
posture, while others thought that the controller also had a
similar emulation of such grasping posture. For free-hand
manipulation, some participants felt that it was awkward to
use because, without a physical proxy in their hands, it was
unnatural to perform a grasping posture as they would natu-
rally do so when using these tools. As a result, they rated the
object realism lower for the free-hand method. Second, no
significant difference is found between the three interfaces for
enjoyment. This is because participants had different levels of
expectations for painting. Some participants aimed for precise
control of strokes with the proxy, while some participants en-
joyed free exploration with their bare hands. Last but not least,
some participants mentioned that the process of magic grasp
was congruent with the inflation and the deflation process of
PuPoP. In short, both PuPoP and the VIVE controller provided
high object realism for different reasons. Although object
realism may be somehow reflected in enjoyment, there are no
significant differences found in this regard.

In this study, the findings indicate that object realism reflects
enjoyment to some extent. Due to the fact that PuPoP is able
to change its shape dynamically in response to different vir-
tual objects across VR applications, it provides overall higher
degrees of object realism and enjoyment.

LIMITATIONS & FUTURE WORK
Grounding. As PuPoP is mounted on the user’s palm, it in-
evitably causes a slight pressure which is not desired for the
props with extension. For example, the average normal force
applied to the palm when manipulating the pen and the eraser
props with extension is 1 N, measured with a force sensor.
Interestingly, most participants in Study 2 did not notice the
extended airbag, possibly due to the palm strap mitigating
the grounding force effect. More user studies are required
to understand whether the slight pressure has any effect on
immersiveness.

Illusion. In Study 2, it is also found that the participants some-
times grasped the portion of the props which was not designed
for grasping, thus degrading the experience of immersion. For
example, the participants may grasp the lid of a cylinder prop
and felt confused by the haptic feedback they perceived. This
raises the question, “To what extent should a prop emulate an
object so that realism holds throughout manipulation?” Fuji-
nawa, et al., [13] explore a computational method to fabricate
physical props for wielding using the shape and weight illu-
sion. For other grasping manipulation, such as precision grasp,
more research is needed in regard to the degree of immersion.

Portability & Inflation time. The current implementation is
limited by the inflation time. Due to portability and power
consumption considerations, only small air pumps are adopted
for our prototype. To make the pneumatic system suitable for
practical usage, we may use lithium batteries and change to
faster pumps. If portability is not a concern, using a large air
compressor along with a vacuum machine could significantly
reduce the inflation and deflation time; however, for larger
props, the inflation time could still take long. We can com-
pensate for the inflation and deflation time by visual effects to
make the visual transformation process coherent with the state
of the prop on the palm. For example, growing or glowing
effects during the transformation process might be appropriate.
Other approaches such as the magic grasp technique have been
evaluated in Study 2 and received positive feedback.

Stiffness. Another inherent limitation we found in Study 2
is that the stiffness of PuPoP is slightly less than what users
might consider rigid. Stiffness could be strengthened using
stronger air pumps to maintain high pressure in airbags, though
it requires thicker material to withstand the pressure. For a
wearable configuration, we choose a light-weight material over
any thick ones. Other researchers have experimented with
ways to dynamically change the stiffness of an object using a
pneumatic jamming technique [12], even in wearable forms
[35, 41]. We believe that combining such a technique with
PuPoP might be a possible solution to strengthen stiffness.

Complex shapes. PuPoP is presented with primitive shapes
in this paper; however, airbags designed with more complex
shapes are possible. Researchers have explored fabrication
design using pneumatic actuation, such as complex inflatable
structures with a computational technique [36]. Others com-
bine elastic and non-elastic materials to provide richer object
elasticity [26]. Though complex shape structures are expected,
we have demonstrated that props with primitive shapes can
largely enhance realism and enjoyment in VR.

CONCLUSIONS
In this paper, we present the concept and prototype of a light-
weight wearable Pop-up Prop on Palm (PuPoP) that serves as
a 3D shape-proxy interface for VR. Several PuPoP shape struc-
tures, along with stacking and extension techniques, have been
designed. We conducted user studies to understand the visual
size acceptance range of PuPoP and evaluated the interface
in comparison with controllers and free-hand manipulation in
two VR applications. Our research results suggest that PuPoP
enhances enjoyment by increasing object realism. While the
current implementation is limited by inflation time and prop
stiffness, this problem could be solved by appropriate VR con-
tent design. Through our preliminary study, we believe that
PuPoP is a simple yet effective way to convey haptic shapes
in VR.
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